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Abstract

In this paper, I ask whether family firms provide stability to their stakeholders at the expense of economic growth. I build a model where current owners of dynastic firms derive private benefits from keeping the control of the firm within the family over the generations. Because these preferences limit the recourse to external finance, they induce family-minded entrepreneurs to invest in smaller and less risky projects.

Predictions of the model are tested using a newly constructed firm-level panel dataset covering both private and listed French firms for the period stretching from 1994 to 2006. The main finding is that family firms are on average 30% smaller than regular firms in terms of sales. However, these firms also choose significantly less volatile sales and employment growth paths. The empirical pattern of financial management in family firms is consistent with the model: family firms incur less debt and hold more cash than their regular counterparts, and these differences are statistically and economically very significant. The results hold in both cross-sectional and longitudinal analysis, after careful control for potential confounding factors.
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1 Introduction

In 1949, David Landes wrote that the sluggish economic growth experienced by France until then had been mainly caused by the dynastic character of its firms. In particular, he argued that family firms favored status quo as long as such an attitude delivered “satisfying” profits. My own data suggests that in recent years, French family firms were smaller than regular firms by about 30%. This has deep macroeconomic consequences as, according to Astrachan and Schanker (2003), family businesses in their broadest sense amounted to 64% of US GDP in 2003.

However, Landes’s characterization of family firms has been heavily challenged: striking examples have been cited in the management literature in order to give a leading role to family firms in modern economic development.

Moreover, since firm-level volatility has substantially increased in the past 30 years in publicly-traded firms, family firms are more and more praised for their ability to deliver security to their close stakeholders, be they suppliers or workers. In the US, the defence of family businesses’ survival is one of the most prominent arguments cited in favor of estate tax reductions. In Europe, in the past 15 years, many public policy measures encouraging the persistence of family firms have been proposed. In 1994, the European Commission was already recommending that heir-managed firms benefit from reduced estate taxation. In 2006, it concluded that 21 out of the 25 European Union States had gone into that direction.

The policies favoring family businesses usually imply reforms in very diverse parts of the legislation: wealth taxation, and especially estate taxation, are the first themes to come to mind, but inheritance law as well as incorporation law are often considered as impediments to family firms. To my knowledge, there has hardly been any economic evaluation of such policy reforms which have quite low direct costs but may have much larger indirect costs due to their potential effects on the allocation of talent and capital.

In this article, I provide a simple model showing how dynastic motives in a family firm lead it to choose small and stable development paths. I test some of the predictions of the model regarding firm growth, risk-taking and financial management, using a unique dataset on French family firms covering both public and private firms.
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1 That is firms whose controlling shareholder is an individual or a limited set of individuals.
2 See for example James (2006) for an account of successful dynasties in the iron industry.
4 Among the most important interest groups supporting the repeal of estate taxes in the US is the Family Business Institute. See “Estate Tax Showdown is Splitting the G.O.P.”, The New York Times, June 7, 2006.
7 See Ellul et al. (2008).
8 Except Grossmann and Strulik (2008).
The focus of the theoretical literature on family firms has been on the managerial efficiency or inefficiency of family firms. For instance, the seminal paper by Burkart, Panunzi and Shleifer (2003) assumes that heirs are naturally less able to run a firm than a chosen professional, so that the core trade-off between family firms and regular ones is one between managerial incompetence and agency costs. Caselli and Gennaioli (2005) embed this trade-off in a general equilibrium model and compute the welfare costs of dynastic management only on the basis of family managers’ lower ability relative to professional managers. Striking a more positive note, several contributions have insisted on the comparative advantages of family managers. Kimhi (1995) insists on the fact that prior to becoming CEOs family managers, as opposed to professional CEOs, may have more heavily invested in firm-specific managerial capital which can give them a comparative advantage. In parallel, Sraer and Thesmar (2007) develop the idea that family managers are more prone to make mutually advantageous implicit contracts with workers and/or suppliers.

In respect, my model of family firms does not make any assumption about differences in managerial productivity between family and professional managers. In order to define the specificity of family firms, I prefer to lean on arguments from economic history, such as in Landes (1949) and Murphy (2005) for French firms, or in Chandler (1990) for British firms, insisting on the cultural reluctance of family firms to welcome external investors in the decision-making process. In the economics literature, Morck et al. (2000) and Bertand and Schoar (2006) also give some anecdotal substance to the idea that “preferences matter” in those firms. With this cultural assumption in mind, the model suggests that rather than being incompetent, dynastic managers are prudent: family firms choose lower scale and risk levels, lower leverage and higher levels of cash holdings. It does not unambiguously predict that family firms have a higher or a lower Return on Assets than average.

These predictions are not jointly and unambiguously supported by theories based on differences in managerial efficiency. In Burkart et al. (2003), the scale of the projects is held constant and there is no prediction on the volatility of family firms. Caselli and Gennaioli (2005) make the prediction that family firms are smaller but in their model the riskiness of projects is constant across manager types. Finally, the ability to write implicit contracts might reduce risk-taking in family firms, but the effect of this quality on production scale and financial management remains unclear.

The predictions of the model have consequences for the shape of firm size distribution within an industry. While Lucas (1979) argues that it is the distribution of managerial ability that determines the distribution of firm size, my analysis suggests that the distribution of preferences for private benefits of control among firm owners will also matter: where
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such preferences are strong, firms will be smaller on average. With respect to more recent contributions, such as Luttmer (2006), who model firm size distribution as the result of dynamic entry, exit and stochastic productivity, my contribution is admittedly simplistic but it provides some important insights: past a certain scale, family firms may hit the constraint that their dynastic benefits should be preserved, while regular firms at the same stage may go on growing according to the evolution of their productivity. As a result, Gibrat’s law that firm growth rates are independent of initial size may not hold anymore, which in turn may explain why observed firm size distributions have thinner tails than a Pareto distribution at the top (Rossi-Hansberg and Wright (2007)).

This paper also takes part in the growing literature on the determinants of firm-level idiosyncratic volatility. This literature has identified several factors increasing risk-taking by firms: capital market development and the loosening of financial constraints on the one hand\(^\text{10}\) increased competition on product markets on the other hand\(^\text{11}\) have been identified as primary causes. In this paper, I argue that large private benefits of control may also have an important and negative effect on firm-level volatility. This idea parallels an intuition of Moskowitz and Vissing-Jorgensen (2002) about what they call the “private equity premium puzzle”, i.e. their empirical observation that the monetary returns to private business holdings are not higher than returns to stocks, even though holders are much less diversified in the former case. The explanation they offer is that entrepreneurs derive a nonpecuniary benefit from being autonomous. This paper thoroughly studies the effects of such preferences on firm-level volatility.

With respect to the empirical literature on family firms, my contribution is threefold. First, the focus is on all firms with a significant number of employees rather than just listed firms as was the case in previous studies\(^\text{12}\). That is an important step for several reasons.

One is purely descriptive: this sample allows me to give a more complete sense of the economic weight of firms run by heirs rather than by professionals. Such aggregate figures have implications above and beyond corporate finance issues. For instance, since becoming the CEO of a significant firm is one of the main ways to climb the income ladder, the degree of inheritability of that precise position is critical for the evaluation of social mobility, and little is known quantitatively about this category of “inherited” top incomes. Indeed, Kaplan and Rauh (2009) estimate that top executives from non-financial public companies represented about 7% of the top 0.01% of the US income distribution. But this figure underestimates


\(^\text{11}\)See Gaspar and Massa (2006)

the weight of executives because it does not include private firms, where family businesses are more frequent: even after estimating the contribution of investment bankers, money managers, lawyers and professional athletes, the authors cannot account for about 80% of the top 0.1% and higher brackets of the US income distribution. Part of this “residual” certainly includes a significant share of inherited management positions in private businesses.

Another advantage of looking beyond listed firms is that it avoids two selection biases. First, one can imagine that, given equal firm size, portfolio diversification on the owners’ side is lower among private firms\footnote{Moskowitz and Vissing-Jorgensen (2002) find that about 75\% of all private equity is owned by households for which it represents more than half of their net worth.} and one can reasonably expect that this has consequences in terms of corporate growth and risk strategies. In that sense, looking at public firms only will lead to overestimate the degree to which firms are willing to grow and take risks. A second problem is that public companies are not random draws from the pool of private firms: the firms that enlist themselves probably have very different financing needs and growth perspectives than the rest of private firms\footnote{Sraer and Thesmar (2007) try to estimate whether this is a real problem by analysing the firm entry and exit patterns on the French stock market depending on firms’ family status. They do not find significant differences but they also admit that their sample is too small to provide definitive evidence.}

I also use an original definition of the family firm in the sense that I put rather more weight on the family ties of the current management than on those of the current shareholders. Definitions solely based on blockholding\footnote{Such as the one proposed by Faccio and Lang (2002): a family firm is a firm for which a direct or indirect controlling stake (more than 20\%) is held by an individual or a family.} are not a discriminant indicator of a dynastic motive as one takes a look at private firms, because the absence of a liquid market for shares naturally limits the number of potential shareholders\footnote{The lack of relevance of those definitions for most private firms was also emphasized by Bennedsen and Wolfenzon (2000).}. Instead, I define as family firms those firms that have experienced a CEO transition from one member of a family to another, conditional on having already experienced a CEO turnover. The authoritative paper by Astrachan and Shanker (2003) on the prevalence of family businesses in the US offers a very similar definition. Using this concept, I estimate that more than one in five French employees in the private sector work in those firms, which is not significantly different from what has been estimated for the US.

The comparability between the two countries in terms of family firms’ prevalence is comforting since one might have believed that family firms were much more prevalent in France, where shareholder protection is lower (Laporta at al. (1997)), in which case the external validity of the results could have been put into doubt. One should also note here that the empirical work we present in this paper is for now very difficult to replicate on US data, due to the lack of datasets on American private firms for a long enough time span. In particular,
it is very difficult for such firms to have reliable financial data and to match them with qualitative variables such as the status of the CEO on a quasi-exhaustive basis. French firm-level data are particularly rich in this concern because there exists a unique identifier for each firm across time and across surveys and administrative receipts\(^\text{17}\).

The second main empirical contribution is that I go beyond the analysis of profit rates. In the empirical literature\(^\text{18}\), these indicators have been mainly chosen in reference to the theoretical literature on family firms, which focuses on the issue of managerial efficiency. While these contributions on listed firms give descriptive evidence that public family firms are smaller than other public firms, firm size has mostly been seen as an impediment to estimating profitability equations rather than a dependent variable to analyze per se as I do here. This may partly be because the most conspicuous aspect of family firms, nepotism, calls for estimating profitability rather than size and volatility differentials. To be fair, some recent papers have made a step towards an evaluation of family firm specificities in terms of volatility. In their study of French listed firms, Sraer and Thesmar (2007) estimate that family firms significantly smooth sectoral business cycles. They attribute this to the presence of implicit risk-sharing contracts with the workforce. However, looking at public firms only may be particularly problematic when one examines volatility: in a recent contribution, Davis et al. (2007) have shown that firm-level idiosyncratic volatility has followed opposing trends in the last 30 years depending on whether firms are listed or not. A second related contribution is Michelacci and Schivardi (2008). Using Italian repeated cross-sectional data on medium-sized firms, they find that productivity growth is much more dispersed among the group of regular firms than among the group of family firms. It is not clear however whether such dispersion captures differences in firm-level idiosyncratic volatility. It might as well be that some stable but unobserved factor of productivity such as, say, managerial ability, is distributed with a smaller variance in family firms. Because the measure of volatility I use is computed using panel data, the results may much more clearly be interpreted as reflecting differences in volatility.

Finally, this paper uses a combination of cross-sectional and longitudinal evidence on family firms. A cross-sectional study is essential because it sums up all the stages in a firm’s history in which a trade-off between size and preservation of control occurred: the choice of the initial capital size, the occurrence of new growth opportunities during the founder’s tenure and the management style of successors will all add up over time and produce their effect on size at a given point in time, when a full analysis would require deep empirical knowledge on firms’ history that I do not have. However, there are many potential selection

\(^{17}\)See Bertrand et al. (2007) for an interesting handling of these data.

biases associated with a pure cross-sectional study: firms present in the cross-sectional sample are those that survived and managed to attain a significant number of employees. That is why, as a robustness check, I also provide longitudinal evidence on the effect of family CEO successions, following the idea of Perez-Gonzalez (2006) and Bennedsen et al. (2007). I consider the succession stage as one critical moment when dynastic firms and regular firms should diverge in their development paths.

The main results are that 1) in terms of sales, dynastic firms are 30% smaller than regular firms in the cross-section, while dynastic successions entail a reduction in sales growth by about one point a year during the first five years; 2) firm-level sales volatility is about 13% lower in dynastic firms, with a significant reduction of employment volatility at CEO turnover dates; 3) dynastic firms hoard about 15% more cash and 12.5% less debt, with equal significance at both cross-sectional and longitudinal level. Together with the model, these empirical results suggest that dynastic motivations are an essential component in firm development strategies.

Organisation The remainder of the article is organised as follows. Section 2 develops the model and its predictions. Section 3 details the process of data collection as well as descriptive statistics on dynastic successions in France. Section 4 describes the econometric methodology. Section 5 comments the results of the estimations and discusses their welfare implications. Finally, section 6 concludes the article.

2 A model of firm development with dynastic motives

The main foundation of the model is that entrepreneurs with an intent of founding or continuing a family business are above all reluctant to have their firm go through liquidation at some point in the future. The rationale behind this is that entrepreneurs in family firms give a specific weight in their utility to the preservation of a family tradition that can only be embodied by family descendants owning and/or running the firm in the future. As we will see in this section, this simple difference in preferences bears substantial consequences in terms of growth, risk and financial management.

2.1 Model set-up

The model follows the framework proposed by Tirole (2006) in order to analyse investment capacity, corporate liquidity and risk management. There is a continuum of mass one of
risk-neutral entrepreneurial dynasties. In period 0, each dynasty has an investment project with variable size $I$. I assume that all these dynasties have a level of wealth $A$ in period 0, which they invest in the firm, so that they will need to borrow $I - A$. Competitive risk-neutral outside financiers are willing to lend if they break even in expectation. For simplicity, their required rate of return is normalized to zero, and their participation constraint will be saturated in equilibrium.

In order to account for the potential attachment of a dynasty to the continuation of its association with the firm, I assume that a dynasty loses a private benefit equal to $B$ per unit invested when the project eventually fails and the firm is not able to repay its creditors in period $t = 1$, and 0 when the project is a success. One may see this as a reduced form for the fear of a loss of control rights in case of liquidation of the firm. This fear may be justified by the attachment to a certain management style or to the accrual of some amenity potentials that could not be credibly provided for if the dynasty were not in control anymore.

In period 0, dynasties also have to choose the risk and return characteristics of their project. Each dynasty has two separate options: either it chooses the safe project $s$ yielding a certain return $\mu_sI^\alpha$ in period 1 for $I$ units invested in period 0 (probability $q_s = 1$), or it chooses the risky project $r$ yielding a return $\mu_rI^\alpha$ for $I$ units invested with a probability $q_r$ (which we will term the “successful” event) and 0 with probability $1 - q_r$ (which we will term the “failure” event).

The payoff structure in period 1 can be summed up as follows for each project $i = \{r, s\}$:

$$R = \begin{cases} \mu_iI^\alpha & \text{with probability } q_i \\ -BI & \text{with probability } 1 - q_i \end{cases}$$

I make the following assumptions on the characteristics of projects $r$ and $s$:

$$0 < \alpha < 1$$

$$q_r\mu_r > q_s\mu_s = \mu_s$$

$$q_r\mu_rA^\alpha - A < [\alpha^{1/\alpha} - \alpha^{1/\alpha^{1/\alpha}}]^{1/\alpha} \mu_s^{1/\alpha} \& A < (\alpha\mu_s)^{1/\alpha} \tag{3}$$

Assumption (1) states that returns to scale in each of the projects are decreasing. Assumption (2) states that the expected marginal monetary return of the risky project is higher than that of the safe project for a given investment level $I$. Assumption (3) is a technical assumption that guarantees that for any amount of private benefits $B$, there will be a strictly
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positive amount of borrowing in optimum.

This modelling choice differs from that of Burkart et al. (2003) in several ways. Firstly, I assume that the production technology is independent from the level of private benefits $B$: keeping control of the firm within a dynasty does not involve that managers are less able to run a firm. In my model, it is only because preferences are different that family firms are specific, while in Burkart et al. (2003) it is assumed that nepotism involves a less efficient production technology in such firms. In their model, this feature automatically translates into lower monetary returns for such firms, which is not an established fact in the empirical literature: Anderson and Reeb (2003) and Sraer and Thesmar (2007) find that heir-managed firms overperform regular firms while Perez-Gonzalez (2006) and Bennedsen et al. (2007) estimate that heirs underperform professional managers. In contrast and as will be clear in the following discussion, the model I present here is compatible with both of these findings. Secondly, there is no room for separation between ownership and management in the model I present. Again, this comes from the assumption that family managers have no different abilities relative to professional managers: with no obvious benefits at hand, the agency costs of separation between management and ownership will always prevent it from happening. This also reflects the fact that most of the firms in our sample are private small-and-medium-sized businesses: in their study on Danish firms, Bennedsen et al. (2004) report that when a firm is controlled by a family or an individual there are more than 90% chances that the CEO is drawn from the population of shareholders.

2.2 Size and Risk decisions

The size and risk decisions are jointly taken by each dynasty. Since, there are only two options regarding risk, one straightforward way to determine the optimal strategy is to determine the optimal investment size conditional on the choice of one of the two projects and then to compare the utilities provided by each project once investment size has been optimised.

I begin by establishing the optimal size of the risky project $r$. A dynasty must then solve the following programme:

$$I^*_r = \arg\max_{I_r} q_r \mu_r I_r^\alpha - (1 - q_r) BI_r - I_r = U_r(I_r)$$

Equation (4) represents the total NPV of the project: because external investors are behaving competitively, the whole NPV is appropriated by the dynasty.

\[\text{21One should also mention Bloom and Van Reenen (2007) who find in their sample of medium-sized businesses from the US, the UK, France and Germany that heirs do not use modern management techniques as much as professional managers.}\]
In a second step, I solve for the optimal choice of investment size when the safe project $s$ is chosen, which solves the following program:

$$I_s^* = \arg\max_{I_s} \mu_s I_s^\alpha - I_s = U_s(I_s)$$

We determine the final investment and risk choice using the following rule:

$$U_s(I_s^*) > U_r(I_r^*) \Leftrightarrow i = s, \; q_i = 0 \& I = I_s^*$$
$$U_s(I_s^*) \leq U_r(I_r^*) \Leftrightarrow i = r, \; q_i = q_r \& I = I_r^*$$

From these assumptions, it is possible to make the following propositions:

**Proposition 1.** Firms whose owners enjoy higher private benefits of dynastic control choose a lower revenue risk.

**Proposition 2.** Firms whose owners enjoy small private benefits of dynastic control choose a higher level of investment and have a higher leverage ratio.

**Proposition 3.** Firms whose owners enjoy higher private benefits of dynastic control have a lower expected output.

**Proofs.** See Appendix A.1.

The intuition for these three results is the following. A high preference for continuity of the firm eventually drives the choice of the safe project, where continuity is assured, relative to the risky project, where it is not (Proposition 1). The effect of such preferences on investment size is not as straightforward. The first effect is that conditional on choosing the risky project a higher private benefit reduces the will to take on debt and the investment level. However, if the private benefit becomes so high that the safe project is preferred, then the investment level will locally jump to a higher level because suddenly the fear of liquidation is not pushing investment down anymore. Even then, investment and leverage remain lower than in the situation where the owners draw small enough private benefits from keeping the firm in the family (Proposition 2). Finally, the combination of the effect of private benefits on investment level and volatility makes it certain that higher private benefits eventually reduce expected output (Proposition 3).

Note that the main existing model regarding family firms, proposed by Burkart et al. (2003), does not make any predictions regarding firm size since they assume that entrepreneurs’ projects have a fixed size. However, the case can be made that managerial ability enhances the marginal productivity of other inputs so that a lower ability of family managers would also translate into a lower size of family firms, as is the case in Caselli and Gennaioli (2005).
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22 As in a “span-of-control” model of firm size à la Lucas (1978).
Regarding firm-level risk-taking, none of these ability-based models make predictions on the specific characteristics of family firms since risk is not a choice variable in these setups. It is indeed not clear what the effect of managerial ability on volatility is: “bad” managers may choose to follow their predecessors’ footsteps out of a lack of creativity, but they might also try to compensate their inability through riskier business strategies; in both cases, expected returns are lower in poorly-managed firms but the effects on volatility may go in opposite directions.

The ambiguity of family firms’ profitability

In the literature, it is not clear whether or not family firms have a lower average profitability. Burkart et al. (2003) predict that firms managed by insiders will be less profitable in terms of monetary returns, following their assumption that heirs are less able than professional managers. However, whether this result is backed by the data is subject to debate in the empirical literature, as has already been said.

In fact, what is often overlooked is that average profitability is not a sufficient statistic for efficiency once one assumes that there are decreasing returns to scale. If this hypothesis is correct then it may be that family firms have a higher return per unit invested than regular firms, because they choose a lower production scale, which could counteract the risk reduction effect. Using my model to compute the evolution of the return on investment depending on the level of dynasties’ private benefits, I come to the following conclusion.

**Proposition 4.** When returns to scale are decreasing, the effect on the Return to Assets of higher private benefits of dynastic control is ambiguous.

**Proof.** See Appendix A.2.

The intuition for this result is simple. When returns to scale are constant, the negative effect of private benefits on size does not impact the firm’s average profitability. In that case, increasing private benefits have only a negative effect on ROA, through a higher prudence in project choice. However, once returns to scale are decreasing, this disconnection between size and profitability disappears, so that higher private benefits now also have a positive effect on profitability, through a reduction in size. This effect dominates for intermediate values of the private benefit $B$: thus, it may in some cases be that family firms have a higher average profitability than non-family firms.

### 2.3 Liquidity Management

In order to further assess the relevance of the model, I discuss its implications in terms of liquidity management in the form of cash holdings. I slightly change the initial setup in order
to address this issue. Investment requires a fixed amount $I$ and dynasties have no wealth in period $t_0$. Contrary to the previous situation, dynasties do not choose the level of risk of their venture anymore.

I assume, as in Tirole (2006), that there is an interim period $t = \frac{1}{2}$ where a liquidity shock may occur with probability $\lambda$. If there is no liquidity shock, the project delivers a return $R$ with certainty. If there is a liquidity shock, each dynasty now faces the following alternative: either it incurs an amount $\rho$ and the project delivers a return $0$ with certainty, or it does not pay $\rho$, in which case the project is terminated. I assume the following inequality:

$$R < \rho < \frac{R - I}{\lambda}$$  (7)

This assumption guarantees that the monetary NPV of a project for which liquidity is provided is positive \emph{ex ante} but negative \emph{ex post} when a liquidity shock occurs in the interim period.

In order to withstand the liquidity shock, dynasties have several options. They may choose a “wait-and-see” attitude, that is strictly borrowing an amount $I$ in period $0$ and try to borrow again in period $\frac{1}{2}$ when there is a liquidity shock. But they might as well choose a more cautious attitude, i.e. borrow $I + \rho$ in period $0$ and hold an amount $\rho$ in uninvested funds between $t = 0$ and $t = \frac{1}{2}$ in order to be able to withstand the liquidity shock without further recourse to external financiers.

As in Tirole (2006), for a dynasty the “wait-and-see” attitude may not be optimal \emph{ex ante}. This is because dynasties cannot pledge the private benefits they draw from the continuation of the firm, so that \emph{ex post} there might be a conflict of interest between external financiers and the dynasty regarding continuation when a liquidity shock occurs. I formalise this in the following proposition:

\textbf{Proposition 5.} \textit{Firms whose owners enjoy higher private benefits of dynastic control choose a higher level of cash holdings relative to their illiquid investments. However, this relationship holds only when firms are exposed to some strictly positive level of uncertainty.}

The proof of this result is straigthforward. Because of assumption (7), the income that dynasties can pledge to external financiers in period $t = \frac{1}{2}$ is not sufficient to convince external financiers to help them withstand the liquidity shock. Thus dynasties will be willing to hoard liquidity in period 0 whenever their private benefit from the continuation of the
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\textsuperscript{23}This is without loss of generality.
A firm is high enough, that is if:

\[ R + B \geq \rho \Leftrightarrow B \geq \rho - R = B \]  

(8)

Assumption (7) then guarantees that external investors will be willing to meet this demand for liquidity ex ante. Intuitively, this means that when the liquidity shock is unlikely enough (\( \lambda \) small) and its intensity is small enough, external investors expect a sufficiently high pledgeable income to provide dynasties with liquidity in period 0.

The reason why uncertainty is crucial for this result is the following. If the shock \( \rho \) is certain and greater than \( R \), then external investors will not fund the project, whatever the private benefits drawn by the dynasty, since the pledgeable income expected in period 0 is strictly smaller than the outlays required from them. If instead the shock \( \rho \) is certain and smaller than \( R \), then at the interim period dynasties will always be able to convince external investors to reinvest in the project since then the ex post monetary NPV of the project in period \( t = \frac{1}{2} \) is positive: for any level of private benefits \( B \), hoarding reserves in period 0 becomes unnecessary.

This dependence of cash holdings on exposure to risk will help us disentangle cash and debt management in the regressions. This is because in corporate financial practice cash holdings are often seen as just the negative of debt\(^{24}\) in the sense that the motives for holding cash and having a low leverage are identical. In our case, the model disproves this hypothesis since the impact of private benefits on debt (as proved in Proposition 1) does not depend on firm exposure to uncertainty while the impact of private benefits on cash holdings does\(^{25}\).

The theoretical literature on cash holdings is very large and has established various motives for corporate cash holdings\(^{26}\):

- **The transactions motive**: firms hold cash because of the cost of converting non-cash financial assets into cash in order to make payments.

- **The tax motive**: cash holdings reflect the disincentive that multinationals have in repatriating revenues from overseas.

- **The agency motive**: firms retain cash because of the unwillingness of unchecked managers to give cash back to shareholders\(^{27}\).

\(^{24}\)See Vernimmen (2009).

\(^{25}\)This identification method has already been suggested by Acharya, Almeida and Campello (2007), albeit in a different context.

\(^{26}\)See Bates et al. (2009) for a comprehensive list of these motives.

\(^{27}\)For example, in badly-governed firms cash may serve as a defence against takeover risk (see Faleye (2004)).
• *The precautionary motive*: firms hold cash when they may experience liquidity needs in the future but are uncertain that they would then be able to find some external source of financing.

We based our explanation of the greater resort to cash holdings in family firms on the precautionary motive. In doing so, have we imparted some distinct explanatory power to our model, or are the the former three motives sufficient to explain this phenomenon?

The transactions motive has the implication that smaller firms should hold more cash, due to economies of scale in transactions management if family firms are smaller for a reason other than the one we exposed, this motive might in itself lead to a positive correlation between family status and cash holdings. That is why it will be important to control for size in some of our specifications relating family status to the cash ratio. The tax motive for cash holdings is unlikely to be significant in our sample since most of it is made of SMEs and not big multinationals. Finally, the agency motive should not be strong in our sample, again because separation of ownership and management is rare in private businesses; if this motive did exist, one would expect that it goes in the opposite direction with respect to our model: agency costs are likely to be smaller in family firms, where separation of ownership and management is less frequent, therefore these firms should rather hoard less than more cash. Overall, this analysis suggests that the effect of family status on corporate cash holdings we unveil in Proposition 5 can be correctly identified with the data we collected.

3 Data description

3.1 Data sources

3.1.1 Defining Family Firms

The definition of dynastic firms I use is that these must have experienced a within-family CEO turnover conditional on having experienced at least one CEO turnover. One of this definition’s drawbacks is that I cannot properly consider founder-led firms in the analysis, contrary to the previous literature on listed family firms. One reason for this choice is data-driven: in France, it is impossible to gather extensive information on the identity of the original founder of a private firm. A more conceptual argument is that founder-led firms are bound to experience a CEO turnover at some point in their life cycle. Of course, this CEO turnover may happen at very different stages of a firm’s development. But I can control for that using my knowledge of any firm’s creation date.

\[28\text{See Mulligan (1997).}\]
This definition allows me to establish both cross-sectional and longitudinal evidence on the characteristics of family firms. The cross-section of firms is designed in order to have both a sufficient amount of CEO turnover prior to the window of analysis and also a sufficient amount of observation time within that window. I have data on CEO changes from 1994 onwards and I have accounting data until 2006. Then, I build the cross-sectional sample using the firms that have experienced a CEO turnover between the years 1994 to 1999, while the window of analysis goes from 2000 to 2006. In parallel, the longitudinal sample is composed of all the CEO successions we observe from 1996 to 2003. I now turn to the methodology I used in order to track CEO successions.

3.1.2 Identifying successions

In a first stage, I collected data on CEO successions happening between 1994 and 2005 for French firms. I identified CEOs’ names for every French firm using the DIANE dataset published every month by the Bureau Van Dijk. This dataset compiles all the corporate information to be transmitted to commercial courts: accounts, address, and ID of the CEO. It also gives the SIREN identification number of the corresponding firm, which proves very convenient for matching with other firm-level datasets. All in all, about 90% of firms with more than 100 employees and 75% of firms between 20 and 49 employees are included in that dataset.

Comparing each DIANE dataset from month to month, I was able to identify the time of a CEO succession for a given firm. This strategy is possible in the French case because, for firms with more than 20 employees, a majority of the business transfers involving a CEO change are done through the purchase of the firm’s shares, so that the legal entity remains the same and the SIREN identifying number does not change on such occasions.

While this strategy is convenient for French firms, it is problematic in the case of subsidiaries of foreign firms: in these cases, the quality of names’ typing is very bad and this leads to a severe overestimation of the number of successions. In order to get rid of this problem, I decided to exclude those firms whom I know, through my ownership data, that they belong to foreign business groups.

As I want to be able to compare the identity of successive individuals, I do not consider cases where individuals were replaced as CEOs by a corporation. I also remove some SARL.

29 These figures come from a comparison I made between the fiscal dataset BRN and the DIANE dataset. A significant part of the discrepancy comes from the fact that the BRN file includes many non-commercial entities.

30 As can be the case for the Sociétés par Actions Simplifiée since August 1999, albeit residually in the sample period.
companies for which there is more than one CEO\textsuperscript{31}

Given the occurrence of a succession, I compared the spouse and maiden names of both the departing and the incoming CEO in order to track the family status of each CEO transition. I defined as family successions those successions where the last name of the incumbent CEO was the same as that of the departing CEO. I should stress here that the DIANE dataset does not allow me to distinguish a son-in-law from a professional manager. Assuming that in-laws’ performance as managers ranges between those of regular family members and those of professional managers, this omission should only bias the estimates towards zero. More importantly, it is questionable whether in-laws should be considered as dynastic managers, as one cannot rule out that the marriage market acts as a market for professional CEOs\textsuperscript{32}.

\subsection*{3.1.3 Ownership data}

French firms are likely to belong to a business group and in some cases, this will deprive official CEO transitions from any economic meaning. In particular, I want to avoid firms owned by foreign groups (due to incorrect name typing) or state-owned firms. Furthermore, the meaning of a CEO transition may be very different when a firm is listed or belongs to a listed firm, and when it is not: in the latter case, because separation between management and control is less likely, it is also more probable that a CEO transition to a professional manager is driven by a surrender of control by the initial owners.

That is why it is crucial to get some data on firms’ shareholding structure. I retrieve such information from two sources. The first source is the LIFI survey run by INSEE: it gives all the shareholding links (both direct and indirect) between French firms provided one of them is large enough (more than 500 employees or more than 45 million euros). The second source is the DIANE dataset, that we just mentioned in the preceding subsection. This dataset lists shareholding links for smaller firms. I keep firms belonging to foreign or state-owned business groups out of the sample. I can also distinguish firms with subsidiaries and check that these firms do not drive the longitudinal results. I cannot go further than that for the longitudinal sample since good coverage of middle-sized firms in both sources starts from the year 2000. However, since the cross-sectional sample is made of firms alive in 2000, I will be able to use more shareholding details for the cross-sectional analysis, such as the direct or indirect owning of shares by the current CEO of the firm.

\textsuperscript{31}In these cases, the firm is led by several “Co-Gérants”. Again, this case is residual in the data I have.

\textsuperscript{32}For Japanese listed firms, Mehrotra et al. (2009) give substantial evidence that in-laws are selected according to their managerial abilities.
3.1.4 Accounting data

Since the DIANE dataset also contains the national identification number of each firm, I can match the dataset of successions with other firm-level datasets. In order to collect precise information on the firms’ characteristics, I use the Bénéfices Réels et Normaux dataset, compiled by the French National Institute of Statistics (INSEE). This dataset is a recollection of all firm-level data collected by the fiscal administration. Therefore, this dataset is exhaustive and contains very detailed and accurate accounting information on French firms\footnote{See Bertrand et al. (2007) for more details on this dataset.}. This allows me to obtain yearly variables such as sector, firm size, sales, assets, profits, financing patterns, etc., for any year between 1993 and 2006.

3.1.5 Personal Variables

Kimhi (1995) stresses that CEO changes in family businesses are likely to be more related to the actual CEO’s life cycle than to firm characteristics. Unfortunately, there is no centralized source in France detailing CEOs’ birth dates. I was however able to collect this information for some of them from three different sources: the DIANE dataset, the individual payroll tax files (INSEE-DADS) and the official company register (SIRENE-INSEE). In the end I could obtain retiring CEOs’ birth years in only 30% of the successions. For this reason, I do not use CEO’s age in the regressions. However, it will be useful in the estimation of dynastic firms’ prevalence because it gives me a rough estimate of differences in CEO tenure between dynastic and regular firms.

3.1.6 Estimating Firms’ Resale Value

CEO successions are intimately related to the market for corporate control: many external CEO transitions in the sample probably correspond in fact to firm buy-outs. For this reason, I deemed necessary to have a measure of the buy-out market level of activity, such as Tobin’s q. The problem is that a majority of firms in the sample are private firms so that it is not possible to use traditional methods for that purpose.

However, valuating private firms is the job of private equity funds and tax authorities alike so that it appears reasonable to mimick the methods they use. In particular, the transaction multiples method looks appropriate for this purpose: it consists in constructing value multiples from observed prices in past transactions for comparable firms and then multiplying the relevant accounting indicator for the firm I am interested in by the corresponding value multiple\footnote{See Vernimmen (2009) for a detailed presentation of these valuation methods.}. I use this method in order to compute estimates of Tobin’s q for each of the firms.
in the sample one year before the succession. I provide details on the method in appendix B.

3.1.7 Building the Cross-Sectional Sample

For the cross-sectional study, I restrict the sample to firms with more than 20 employees in 2000 that are neither state-owned nor foreign-owned, which means about 46,652 firms. On this sample, I record all the CEO successions that occurred between 1994 and 1999, using the method described above. For 26% of the firms, I detect the occurrence of a CEO change. Among the firms having experienced a CEO change, we distinguish as “dynastic” those that have experienced a CEO transition within the family while we call “regular” those that have only experienced external CEO transitions. We consider that the remaining firms are “undetermined” firms, which includes founder-led firms but also firms whose CEO has been in the position for more than 6 years but yet is not the founder. We keep those firms in the sample because they will be useful reference points in the regressions.

Using these definitions, I find that among firms that have experienced a succession between 1994 and 1999, 26% are dynastic, which represents only about 8% of all firms with more than 20 employees. However, for purposes of describing the prevalence of dynastic firms in the French economy, I also propose a method in order to know more about the group of undetermined firms, which probably includes a significant share of dynastic firms. A detailed presentation of this method is in Appendix C. The main results are that a fourth of all firms with more than 20 employees are in France managed by a relative of the founder, and these firms represent more than a fifth of total employment in the private sector. This is slightly above estimates given by Sraer and Thesmar (2007) who only look at publicly-traded firms: in their case, heir-managed firms represent about 15% of total employment. This figure is also a bit smaller than the figure of 27% proposed by Astrachan and Shanker (2003) for the US. Their estimates are however quite imprecise since they rely on small-sample surveys.

3.1.8 Building the longitudinal sample

Focusing on successions themselves as event studies allows to extend the window of analysis, that is over period 1994-2006. However, because the DIANE dataset is patchy, the longitudinal sample requires further data cleaning. Firstly, in order to avoid “fake” successions, i.e. changes in CEO motivated by short-term judicial or fiscal matters with no economic interpretation, I remove any succession preceded or followed within two years by another one from the sample. This implies that I restrict the final sample of successions to years comprised between 1996 and 2003. Secondly, I require that the firm has had more than 20 employees

\[35\] In fact, none of the results change when I exclude those firms.

\[36\] Note that this is the procedure followed by Bennedsen et al. (2007).
in the three years prior to the succession. This selection process is proved necessary because
the DIANE dataset is not as well updated for smaller firms, which makes the identification
of the CEO succession date noisier.

Through this process, I finally obtain a dataset of 15,023 observed successions, 23% of
which can be identified as being transitions within a family. Note that this figure is 50%
lower than in the Danish case (Bennedsen et al. (2007)) but it is certainly due to the fact
that I focus on firms with more than 20 employees while the Danish study covers the whole
universe of limited liability firms: because there are more family successions as firm size
decreases, this fact can explain the whole discrepancy between the two figures.

A potential problem with the sampling procedure is selection bias: firms experiencing
outside CEO transitions may go bankrupt more often, which could bias the estimates if
bankruptcy is correlated with the outcome variables. However, in the sample, 6.11% of
firms experiencing family successions go bankrupt in the following 5 years, while it is the
case for 6.58% of firms experiencing outside successions. Using instead the probability to go
bankrupt at some point after the succession, the bankruptcy rate is equal to 9.40% for family
successions and 9.21% for outside successions. These differences are clearly not significant,
which comforts my sampling strategy.

Another potential confounding factor comes from business groups. Following a CEO
turnover, a firm with subsidiaries might be reorganised in such a way that assets, employees
or sales are repatriated from the subsidiaries to the parent firm. This could bias the estimates
of the effect of successions on firm scale. That is why as a robustness check, I replicate all the
regressions in a subsample of firms owning no subsidiaries prior to the succession according
to the LIFI survey (about 91% of all successions).

3.2 Descriptive statistics

Cross-sectional sample

Descriptive statistics for the cross-sectional sample are given in Table 1. The striking fact is
that dynastic firms are smaller: sales, employment and assets are about twice as small as
in regular firms. Though the difference in size is partly driven by firms in top percentiles of
the size distribution, differences in logarithm would also confirm the magnitude of the size
difference. The size gap holds even though dynastic firms are older by about 4.5 years. The
age difference is most probably a consequence of the sampling strategy: since I can define
firms’ status only once they have experienced a succession and CEOs have longer tenures
in dynastic firms, it is a mechanical consequence that dynastic firms are older than regular
Table 1: Descriptive statistics for the cross-sectional sample

<table>
<thead>
<tr>
<th>Panel A: Regular Firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment</td>
</tr>
<tr>
<td>Sales (M Eur)</td>
</tr>
<tr>
<td>Economic Assets (M Eur)</td>
</tr>
<tr>
<td>Debt/Assets</td>
</tr>
<tr>
<td>Cash/Assets</td>
</tr>
<tr>
<td>ROA</td>
</tr>
<tr>
<td>Sales Volatility</td>
</tr>
<tr>
<td>Employment Volatility</td>
</tr>
<tr>
<td>Assets Volatility</td>
</tr>
<tr>
<td>Firm belongs to a listed group</td>
</tr>
<tr>
<td>CEO is a shareholder</td>
</tr>
<tr>
<td>Firm age (in 2000)</td>
</tr>
<tr>
<td>Age difference with previous CEO</td>
</tr>
<tr>
<td>Actual CEO’s age (in 2000)</td>
</tr>
<tr>
<td>Previous CEO’s age (in 2000)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Dynastic Firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment</td>
</tr>
<tr>
<td>Sales (M Eur)</td>
</tr>
<tr>
<td>Economic Assets (M Eur)</td>
</tr>
<tr>
<td>Debt/Assets</td>
</tr>
<tr>
<td>Cash/Assets</td>
</tr>
<tr>
<td>ROA</td>
</tr>
<tr>
<td>Sales Volatility</td>
</tr>
<tr>
<td>Employment Volatility</td>
</tr>
<tr>
<td>Assets Volatility</td>
</tr>
<tr>
<td>Firm belongs to a listed group</td>
</tr>
<tr>
<td>CEO is a shareholder</td>
</tr>
<tr>
<td>Firm age (in 2000)</td>
</tr>
<tr>
<td>Age difference with previous CEO</td>
</tr>
<tr>
<td>Actual CEO’s age (in 2000)</td>
</tr>
<tr>
<td>Previous CEO’s age (in 2000)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: Undetermined Firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment</td>
</tr>
<tr>
<td>Sales (M Eur)</td>
</tr>
<tr>
<td>Economic Assets (M Eur)</td>
</tr>
<tr>
<td>Debt/Assets</td>
</tr>
<tr>
<td>Cash/Assets</td>
</tr>
<tr>
<td>ROA</td>
</tr>
<tr>
<td>Sales Volatility</td>
</tr>
<tr>
<td>Employment Volatility</td>
</tr>
<tr>
<td>Assets Volatility</td>
</tr>
<tr>
<td>Firm belongs to a listed group</td>
</tr>
<tr>
<td>CEO is a shareholder</td>
</tr>
<tr>
<td>Firm age (in 2000)</td>
</tr>
<tr>
<td>Actual CEO’s age (in 2000)</td>
</tr>
</tbody>
</table>

Note: Economic Assets are computed as Tangible plus Intangible Fixed Assets plus Working Capital. The denominator for ROA, Cash to Assets and Debt to Assets ratios is Equity plus Amortizations plus Total Debt minus Trade Payables. Debt is computed as Total Debt minus Trade Payables. Cash is computed as Current Account deposits plus Liquid Financial Assets. ROA is computed using EBITDA in the numerator. Sales and Employment Volatility are computed using the definition by Castro, Clementi and MacDonald (2008). Sources: BRN, LIFI, DIANE.
firms in the sample\textsuperscript{37}.

These facts about scale have already been described by Sraer and Thesmar (2007) in the context of listed firms. More surprising is the absence of difference in the Return on Assets\textsuperscript{38} between the two groups. This seems to be in contradiction with the previous literature stating that family firms are more profitable (Anderson and Reeb (2003), Sraer and Thesmar (2007)). I discuss this point further below.

Regarding financial management indicators, leverage is lower by about 7 points while the cash ratio is higher by about 2 points in dynastic firms relative to regular firms. These differences are completely in line with the predictions of my model.

Ownership statistics are also very revealing. While regular firms are younger, they are about six times more likely to be listed or to belong to a business group in which at least one firm is listed. Consistent with this is the fact that CEOs of dynastic firms are three times more likely to have a significant stake in their firm than CEOs of regular firms. Of course, several stories are compatible with these figures: either dynastic firms are reluctant to relinquish some control by diluting the founding family’s shares or it can just be that being widely-held directly prevents a firm from becoming dynastic.

I also present descriptive statistics for the group of firms for whom the dynastic status could not be assessed (Panel C). Again, these descriptive statistics should be seen as weighted averages over firms that should have belonged to Panels A and B and founder firms. In Appendix C, I estimate that about 60\% of firms within this group are run by their founder. For this reason, the main characteristic of these firms is that they are younger than firms in panels A and B. This young age should account for a substantial portion of these firms’ smaller size. Finally, because this sample includes all firms whose CEO was already in his position in 1994, the average CEO age is higher than in panels A and B.

**Longitudinal sample**

Descriptive statistics for the succession sample are given in Table 2. The main characteristic of this sample is that dynastic successions occur in smaller firms: these are about 60\% smaller in terms of sales and half smaller in terms of number of employees. This is not surprising, as in Bennedsen et al. (2007) Danish firms experiencing dynastic rather than professional CEO successions were more than five times smaller in terms of assets. Note however that this difference mainly comes from the very top of the distribution: the median employment is roughly similar.

\textsuperscript{37}This age bias makes it necessary to control for firm age as a robustness check in the regressions

\textsuperscript{38}Computed as the ratio of EBITDA over Assets (i.e. the sum of equity plus debt plus amortizations minus trade payables).
Table 2: Descriptive statistics for the longitudinal sample

<table>
<thead>
<tr>
<th>PANEL A : OUTSIDE successions</th>
<th>Nb. Successions</th>
<th>Mean</th>
<th>Q25</th>
<th>Q50</th>
<th>Q75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment</td>
<td>11586</td>
<td>131.5</td>
<td>31</td>
<td>44.3</td>
<td>90.3</td>
</tr>
<tr>
<td>Sales (M Eur)</td>
<td>11586</td>
<td>25.22</td>
<td>3</td>
<td>6.29</td>
<td>13.65</td>
</tr>
<tr>
<td>Economic Assets (M Eur)</td>
<td>11586</td>
<td>14.9</td>
<td>1.08</td>
<td>2.19</td>
<td>5.6</td>
</tr>
<tr>
<td>Debt/Assets</td>
<td>11586</td>
<td>0.4</td>
<td>0.25</td>
<td>0.38</td>
<td>0.54</td>
</tr>
<tr>
<td>Cash/Assets</td>
<td>11586</td>
<td>0.11</td>
<td>0.02</td>
<td>0.07</td>
<td>0.16</td>
</tr>
<tr>
<td>ROA</td>
<td>11586</td>
<td>0.1</td>
<td>0.04</td>
<td>0.09</td>
<td>0.16</td>
</tr>
<tr>
<td>Estimated MtB ratio (log)</td>
<td>11329</td>
<td>0.18</td>
<td>-0.02</td>
<td>0.14</td>
<td>0.36</td>
</tr>
<tr>
<td>Sales Volatility</td>
<td>11586</td>
<td>0.115</td>
<td>0.048</td>
<td>0.082</td>
<td>0.140</td>
</tr>
<tr>
<td>Employment Volatility</td>
<td>11586</td>
<td>0.113</td>
<td>0.046</td>
<td>0.078</td>
<td>0.137</td>
</tr>
<tr>
<td>Assets Volatility</td>
<td>11586</td>
<td>0.174</td>
<td>0.069</td>
<td>0.121</td>
<td>0.211</td>
</tr>
<tr>
<td>Firm belongs to a listed group</td>
<td>11586</td>
<td>0.155</td>
<td>0.048</td>
<td>0.082</td>
<td>0.140</td>
</tr>
<tr>
<td>Firm age</td>
<td>11586</td>
<td>26.5</td>
<td>13</td>
<td>21</td>
<td>35</td>
</tr>
<tr>
<td>Age difference with previous CEO</td>
<td>2913</td>
<td>8.35</td>
<td>1</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>New CEO’s age</td>
<td>8866</td>
<td>47.1</td>
<td>41</td>
<td>47</td>
<td>53</td>
</tr>
<tr>
<td>Departing CEO’s age</td>
<td>3302</td>
<td>55.7</td>
<td>50</td>
<td>56</td>
<td>62</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PANEL B : DYNASTIC successions</th>
<th>Nb. Successions</th>
<th>Mean</th>
<th>Q25</th>
<th>Q50</th>
<th>Q75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment</td>
<td>3437</td>
<td>64.5</td>
<td>28.33</td>
<td>39.33</td>
<td>57.33</td>
</tr>
<tr>
<td>Sales (M Eur)</td>
<td>3437</td>
<td>9.65</td>
<td>2.57</td>
<td>4.64</td>
<td>9.96</td>
</tr>
<tr>
<td>Economic Assets (M Eur)</td>
<td>3437</td>
<td>4.34</td>
<td>1.03</td>
<td>1.96</td>
<td>4.03</td>
</tr>
<tr>
<td>Debt/Assets</td>
<td>3437</td>
<td>0.36</td>
<td>0.22</td>
<td>0.34</td>
<td>0.47</td>
</tr>
<tr>
<td>Cash/Assets</td>
<td>3437</td>
<td>0.12</td>
<td>0.02</td>
<td>0.08</td>
<td>0.18</td>
</tr>
<tr>
<td>ROA</td>
<td>3437</td>
<td>0.1</td>
<td>0.05</td>
<td>0.09</td>
<td>0.14</td>
</tr>
<tr>
<td>Estimated MtB ratio (log)</td>
<td>3398</td>
<td>0.14</td>
<td>-0.04</td>
<td>0.12</td>
<td>0.30</td>
</tr>
<tr>
<td>Sales Volatility</td>
<td>3437</td>
<td>0.101</td>
<td>0.047</td>
<td>0.075</td>
<td>0.124</td>
</tr>
<tr>
<td>Employment Volatility</td>
<td>3437</td>
<td>0.097</td>
<td>0.043</td>
<td>0.072</td>
<td>0.119</td>
</tr>
<tr>
<td>Assets Volatility</td>
<td>3437</td>
<td>0.138</td>
<td>0.058</td>
<td>0.097</td>
<td>0.161</td>
</tr>
<tr>
<td>Firm belongs to a listed group</td>
<td>3437</td>
<td>0.013</td>
<td>0.007</td>
<td>0.014</td>
<td>0.022</td>
</tr>
<tr>
<td>Firm age</td>
<td>3437</td>
<td>30</td>
<td>16</td>
<td>27</td>
<td>38</td>
</tr>
<tr>
<td>Age difference with previous CEO</td>
<td>1301</td>
<td>20.3</td>
<td>9</td>
<td>26</td>
<td>29</td>
</tr>
<tr>
<td>New CEO’s age</td>
<td>2819</td>
<td>42.2</td>
<td>35</td>
<td>40</td>
<td>48</td>
</tr>
<tr>
<td>Departing CEO’s age</td>
<td>1443</td>
<td>62.2</td>
<td>59</td>
<td>63</td>
<td>68</td>
</tr>
</tbody>
</table>

Note: Economic Assets are computed as Tangible plus Intangible Fixed Assets plus Working Capital. The denominator for ROA, Cash to Assets and Debt to Assets ratios is Equity plus Amortizations plus Total Debt minus Trade Payables. Debt is computed as Total Debt minus Trade Payables. Cash is computed as Current Account deposits plus Liquid Financial Assets. ROA is computed using EBITDA in the numerator. Sales and Employment Volatility are computed using the definition by Castro, Clementi and MacDonald (2008). Firm age and CEO’s age are computed at the time of the succession while all other indicators are averages over the three years prior to the succession. The Market-to-Book ratio is computed one year before the succession using the transaction multiples method (see details in text). Sources: BRN, LIFI, DIANE
On the other hand, and still not so surprisingly, family successions occur in older firms: on average, dynastic firms are 3.5 years older at the time of succession. One rationale for this is that the pool of potential family managers takes more time to mature than the pool of potential outside CEOs.

Another striking fact is that the Market-to-Book ratio of a firm is significantly higher when there is an outside succession than when a family succession occurs: the difference between family and outside successions represents about 10% of the interquartile range of the Market-to-Book variable. This “market timing” of outside CEO transitions may have two very different explanations: a “rational” view would be that these prices reflect real profit expectations, in which case it will be necessary to control for this measure in the regressions as a robustness check; but this “market timing” may also reflect some market failures, either because it reflects some time-varying liquidity of the market for private firms\(^{39}\) or because it is the result of buy-out fads\(^{40}\) but in both cases there might be a disconnection between the MtB ratio and future profit expectations of the firm. This difference in market premium is not paralleled by a similar difference in current profitability: for each kind of succession, the ROA prior to succession date is roughly equal to 10%.

In the sample, one can also look at some qualitative characteristics of successions. CEO’s age is a particularly distinctive feature of both kinds of successions: they happen at an older age and the age difference between incumbent and arriving CEO is much higher in dynastic successions. Again, this probably reflects the fact that the timing of CEO transitions in family firms is driven as much by family life cycle considerations as by purely economic considerations\(^{41}\).

### 4  Econometric issues

#### 4.1  Identifying the effect of dynastic management

##### 4.1.1  Cross-sectional identification

The baseline estimated equation is of the following OLS form:

\[
Y_{it} = \alpha_d Dyn_{it} + \alpha_u Indet_{it} + \beta X_{it} + \delta_t + \varepsilon_{it}  \tag{9}
\]

\(^{39}\)As may be the case in illiquid stock markets. See Amihud and Mendelson (1986).

\(^{40}\)In the fashion of what has been observed for IPO timing. See Baker and Wurgler (2002).

\(^{41}\)See Kimhi (1995).
where $Dyn_i$ is one if the firm has experienced a family succession and zero if not, $Indet_i$ is one if the firm has experienced no succession between 1994 and 2000 and zero if not\footnote{Note that removing these firms from the sample does not significantly change the results.}, and $X_{it}$ is a set of time-varying covariates. Standard errors are corrected for within-firm correlation of residuals. The main parameter of interest is $\alpha_d$ since it gives the difference between dynastic and regular firms conditional on having experienced at least one CEO turnover between 1994 and 2000.

The identification problem comes from the fact that dynastic firms may differ from regular firms in several systematic ways. First, they may have a competitive advantage in particular sectors, due to intergenerational transmission of abilities and/or implicit contracts\footnote{For instance, Mueller and Philippon (2006) find that family ownership is more prevalent in labor-intensive industries in countries where labor relations are conflictual.}. If in turn, these sectors have specific optimal size, volatility or financial management, then there is an omitted variables bias if one simply regresses outcomes on dynastic status. That is why it is essential to control for sector fixed-effects. It is of course a minimal requirement since usual market definitions cannot fully grab the specificities of an industry.

Secondly, non-dynastic and dynastic firms are the result of a long selection process: I do not observe the firms that were about to give way to an outside or a dynastic CEO succession but disappeared before CEO turnover occurred. If such firm exits are correlated with size or profitability and if these firm exits are more probable in one of the two groups, then the cross-sectional estimates suffer from an important selection bias. A simple check of this problem is to look at bankruptcy rates across the two groups. The probability of going bankrupt at some point (i.e. before 2009) is equal to 9.43% for dynastic firms, 9.43% for regular firms and 9.55% for the group of undetermined-status firms. These very small differences suggest that selection is not so much of an issue.

Finally, it may be that the results are driven by the fact that dynastic firms are just firms with a closed ownership. It is not clear whether one should control for that since ownership structure is a highly endogenous variable, and the resulting estimates would be difficult to interpret. I however choose to add a specification where I control for the fact that the actual manager has a stake in the firm and the fact that the firm is listed or belongs to a listed entity.

All in all, cross-sectional results are a good starting point but clearly, selection and omitted variable biases are an issue that can only be roughly tackled. This is why I complement this study with an analysis of CEO successions.
4.1.2 Why successions?

In addition to Perez-Gonzalez (2006) and Bennedsen et al. (2007) which we have already mentioned, there are now several papers using event studies methodologies to analyze CEO successions. However, this strategy has had several very different interpretations depending on the “control” group that is chosen. Some papers have focused on family successions and have chosen similar firms with no contemporary experience of a family succession as a control group (Cucculelli and Micucci (2008)). Others, on the contrary, have focused on outside successions, usually leverage buy-outs, and have chosen similar firms with no contemporary experience of an outside succession as a control group (Boucly et al. (2009)).

One problem with these one-sided approaches is that there may be something in common to successions, be they external or dynastic, that is unobservable to the econometrician but that is correlated with future outcomes. This is particularly true for small-and-medium-sized firms whose life cycle is very correlated with their founder’s own life cycle (see Kimhi (1995)). In this case, the incumbent CEO’s age is a confounding variable that can bias estimates of either family successions alone or leverage buy-outs alone. Another interpretation of this sampling method is that all firms eventually have to undergo a CEO transition, so that a correct benchmark for one kind of succession can only be the other kind of succession.

The downside of this method is that then one runs regressions on a choice-based sample. This is why as a robustness check, I estimate the same baseline specifications with industry-and-size-adjusted variables. Industry-and-size adjustment consists in computing the annual mean of the outcome within the same 2-digit industry and the same size decile within this industry for each succession firm\(^{44}\) and subtracting the obtained value from the value of the outcome for the observation in the sample. I compute these industry-size means across all firms present in the DIANE dataset and having more than 20 employees in the three years prior to the succession date\(^{45}\).

4.1.3 The differences-in-differences methodology

Differences-in-differences estimation is now standard in the applied economics literature. It usually refers to the analysis of a treatment for which a group of observations suddenly becomes eligible when another group, while very similar, does not see its eligibility status change in the same time. In this case, the general specification I use is:

\[
Y_{it} = \alpha_i + \delta_t + \gamma Fam_i \times Post_t + \varepsilon_{it} \tag{10}
\]

\(^{44}\)Excluding the firm of interest.

\(^{45}\)Note that this procedure is the one used by Bennedsen et al. (2007).
where $\alpha_i$ and $\delta_t$ are firm and year fixed effects respectively, $Fam_i$ is one if the CEO transition is dynastic and zero if not, and $Post_t$ is one if the firm is observed more than one year after the succession\footnote{Because I do not know the exact date of a CEO transition within a calendar year, I exclude from the estimation the year of the succession itself.}

The hypothesis of similarity of the control group must be precised: the control group may not have time-varying unobserved differences with respect to the treatment group. In order to account for serial correlation of errors (see Bertrand et al. (2004)), standard errors are clustered at firm-level, since treatment is defined here at firm-level.

One should also pay attention to the dynamics of the effect of successions. It is likely that the effects of a succession will not be immediate. For that reason, estimates based on the assumption that the effect of successions is constant after the event will underestimate the true effect of successions. This is why instead of estimating (8), the baseline equation is the following:

\[
Y_{it} = \alpha Fam_i + \delta_t + \sum_{s=1}^{5} \gamma_s Fam_i \times Time_s + \varepsilon_{it} \tag{11}
\]

where $Time_s$ is the time distance between the succession and the firm-year observation. Therefore each $\gamma_s$ captures the effect of a dynastic succession on the outcome after $s$ years\footnote{This kind of specification has first been proposed in the context of the differences-in-differences analysis of divorce laws by Wolfers (2006)}.

One of the robustness checks consists in controlling for trend differences conditional on covariates measured prior to the succession. The specification is then the following:

\[
Y_{it} = \alpha Fam_i + \delta_t + \sum_{s=1}^{5} \gamma_s Fam_i \times Time_s + \theta X_i \times Post_t + \varepsilon_{it} \tag{12}
\]

where $X_i$ is a time-invariant characteristic of firm $i$ and $Post_t$ indicates whether the firm is observed after the succession.

A last robustness check is to control for the existence of underlying differential trends in the outcome variable prior to the succession and check whether these ex-ante trends are statistically significant. The corresponding specification is:

\[
Y_{it} = \alpha Fam_i + \delta_t + \sum_{s=1}^{5} \gamma_s Fam_i \times Time_s + \theta Fam_i \times TimeBefore_t + \varepsilon_{it} \tag{13}
\]

where $TimeBefore_t$ is a variable indicating the time distance relative to the succession if the observation is before the succession and 0 otherwise.
4.1.4 Endogeneity of succession decisions

There are theoretical reasons why the decision to keep the firm within the family may be endogenous. This choice is likely to be correlated with the prospects of the firm at the time of succession. In particular, owners might be forced to relinquish control of the firm for two opposite reasons. First, as in the theoretical model, if the firm is about to go bankrupt, its owners may be forced to let external investors enter the firm. This in turn reduces the probability that the firm recruits a member of the founding family as the next CEO. Secondly, if conversely the firm has a very good growth potential, it is likely that external investors attempt to make a buy-out offer that the initial owner accepts, thus leading to the recruitment of a CEO unrelated to the founding family. In the former case, external successions are likely to be negatively correlated with growth expectations of the firm; in the latter case, external successions are likely to be positively correlated with growth expectations.

A first answer to that concern is that in the only study for which a credible instrumental variables strategy has been used, that of Bennedsen et al. (2007), it has been found that family successions in Denmark are more likely to happen when profitability prospects are higher. The data I have collected does not allow me to use instruments similar to that study, that is variables describing the family structure of the owning family. However, to the extent that profit expectations are akin to growth expectations, and if family successions follow the same model in France as in Denmark, then my estimates of the effect of family successions on firm size are biased upwards. Therefore, if it naively appears that outside successions generate more growth than family successions, then this result will be robust to endogeneity concerns.

A second solution to the endogeneity issue consists of all the robustness checks I have mentioned in the preceding subsections: in some specifications I adjust the outcomes for industry-and-size specific trends, which allows me to control for the component of the time-varying prospects of a firm that is common to firms within the same sector and size group; in other specifications I allow for differential time trends prior to the succession across succession types. If, in each of those cases, the estimates do not significantly differ from the baseline specification, then it is less likely that endogeneity drives our results.

I also provide an innovative way to control for growth expectations in firms whose shares are not publicly traded, as is the case in most of my sample. It consists in controlling for the implicit Tobin’s q in past buy-outs whose targets are in several respects similar to the firms in the sample. Since for private businesses external successions are mainly triggered by buy-

\[48\] I already described the computation method of such a variable in section 3.1.6. and further details are to be found in Appendix B.
this allows me to control for those situations where a founder transfers management to an outsider because the times (reflected by Tobin’s q) are good for a sell-out. One would then use the following specification:

$$Y_{it} = \alpha F_{am_i} + \delta_t + \sum_{s=1}^{5} \gamma_s F_{am_i} \times Time_s + \theta F_{am_i} \times M_{tB_i} + \varepsilon_{it}$$ (14)

where $M_{tB_i}$ is the estimated market-to-book ratio for firm i one year before the succession. If results are driven by market timing of outside CEO successions, one would expect the estimates on $\gamma_s$ to be significantly different from those of the main specification.

One last way to assess endogeneity of the succession decision is to use the fact that CEO changes are probably more reactive to the economic environment when a firm is listed or belongs to a listed group. This is because shares are more liquid, so that it is easier to sell the firm if a decrease or an increase in the outcome is predicted. There is also much more information available on these firms’ perspectives since they have a real-time market price and are much more closely followed by financial analysts. Thus, the results on the effect of CEO successions would be more robust if they were not significantly changed by the removal of listed firms and of firms belonging to listed firms from the sample.

### 4.2 Adressing issues of performance indicators

#### 4.2.1 Output variables

Until now, the literature on family firms has focused on profitability indicators such as ROA. From a welfare point of view, it is not clear whether this is the correct estimate. In the theoretical model, the intrinsic managerial efficiency of CEOs is equal across dynastic and non-dynastic entrepreneurs. In addition, profit rates are sufficient statistics for productive efficiency only in presence of constant returns to scale. In particular, as shown in Proposition 4 of this paper, when one makes the reasonable assumption that returns to scale are decreasing, then one also has to look at the effect on the scale of operations within the firm. This echoes the remark made by Landes (1949) that family firms would maximize profitability rather than profits.

More generally, estimates of the efficiency of a firm would ideally require an estimation of Total Factor Productivity. It is a well known fact in the literature on estimation of production functions that this requires stringent identification assumptions (the workhorse model being these days the Olley-Pakes (1996) model). As a result, the analysis is focused here on output

---

49Recall that in Denmark, according to Bennedsen et al. (2004), 90% of firms with a controlling individual or family are managed by that individual or a member of that family.
level indicators such as sales. For comparability of the results with previous studies, I also present the results from estimations of the effect of dynastic firms on ROA.

4.2.2 Input decisions

One of the predictions of the model is that family firms should choose a lower level of capital expenditures. Therefore, I carefully look at the effect of family successions on that variable. Another decisive input for production is employment, which is critical for the policy debate. We did not explicitly model employment decisions. But it is clear that the effect of family successions on labor should depend on labor’s elasticity with respect to capital: the more complementary they are, the more we should observe a reduction in employment following a dynastic succession relative to a non-dynastic succession.

Another problem is that I have nothing but a gross measure of employment: there is no data on workers’ abilities. One solution is to directly look at the wage bill, but then one is confronted with the fact that monetary payments are only one part of wage packages since implicit contracts within the firm are not taken into account, even though it is very likely that implicit contracts have a different prevalence in dynastic and regular firms.

4.2.3 Financial management

As emphasized in Proposition 1, family firms’ reluctance to resort to external finance should primarily have an effect on debt, especially given that most of them are too small to be able to go public and/or issue minority shares outside the family. Note that some debt patterns in family firms have already been analysed in the contributions of Anderson et al. (2003) and Ellul et al. (2007). Their focus is however on the cost of debt rather than on the level of debt itself: these contributions find a negative effect of family ownership on bond interest rates, except in countries where investor protection is low.

Perhaps more interestingly, Proposition 5 predicts higher cash holdings in dynastic firms, especially when the volatility faced by the firm is important. In order to measure firm-level volatility, I apply the methodology proposed by Castro, Clementi and MacDonald (2008).

The idea is simple and consists in measuring annual volatility as the absolute deviation of firm growth from its conditional expectation. The estimation includes two steps. In the first step, I estimate the following equation:

\[
\triangle \ln(Sales)_{ist} = \alpha_i + \beta_{st} + \gamma_{it} \ln(Size)_{it} + \eta_{it} \ln(Age)_{it} + \varepsilon_{it} \tag{15}
\]

where \(s\) is the 1-digit sector of firm \(i\) and size is measured in terms of employment. Then I

\footnote{This is an issue we address in a companion paper. See Bach and Serrano-Velarde (2009).}
compute the absolute value of the estimated residual from equation (13) : $|\hat{\varepsilon}_it|$. The measure of exposure to volatility I choose is the median of $|\hat{\varepsilon}_it|$ in a given 2-digit sector from the years 1993 to 2006. Then I interact the effect of a dynastic status with the degree of sectoral volatility in a new set of estimations.

4.2.4 Risky strategies

Proposition 3 predicts that family firms undertake less risky strategies. Again I use the methodology discussed above for the measurement of firm-level volatility. I take the value $|\hat{\varepsilon}_it|$ from equation (13) as the outcome variable.

It is expected that the effect of dynastic firms on firm-level volatility is negative. However, when one runs these volatility regressions using within-group variation there is an interpretation issue. Firm volatility is essentially the result of unregular events : a change in ownership or a transition to a CEO outside a family is typically one of these events and they should have a direct and rapid effect on volatility (a fact that is ascertained by studies on CEO’s deaths; see Bennedsen et al. (2008) for an example); but this does not necessarily mean that following this specific event, volatility has fundamentally changed, i.e. in the long run. We conclude from this that one should decidedly pay in this case more attention than usual to cross-sectional results and that the timing of the evolution of volatility following a succession should be discussed thoroughly.

5 Results

5.1 Cross-sectional results

I present in tables 3 to 6 the results from the cross-sectional regressions.

Scale variables

Table 3 presents the results from regressions of sales, employment and asset levels on the dynastic status of the firm. The results confirm what one observes in the descriptive statistics : relative to regular firms, dynastic firms are smaller by little less than 30% in terms of sales, and by more than 20% in terms of employment and assets. These results are not affected when I control for firm age and sector fixed-effects.

The size gap is clearly less strong when I add dummies for manager-shareholders and listed firms. The specificity of dynastic firms remains however very significant, both statistically and economically. However, controlling for these variables is problematic : since dynastic status is positively correlated with closed ownership, the reduction of the dynastic effect is
Table 3: The Scale of Dynastic Firms

<table>
<thead>
<tr>
<th></th>
<th>Sales Logarithm</th>
<th>Employment Logarithm</th>
<th>Assets Logarithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Dynastic</td>
<td>-0.304**</td>
<td>-0.320**</td>
<td>-0.157**</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.021)</td>
<td>(0.020)</td>
</tr>
<tr>
<td>Undetermined</td>
<td>-0.335**</td>
<td>-0.314**</td>
<td>-0.201**</td>
</tr>
<tr>
<td>Status</td>
<td>(0.013)</td>
<td>(0.013)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>Listed</td>
<td>1.264**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owner-Manager</td>
<td>0.055**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log of Firm Age</td>
<td>0.131**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>276619</td>
<td>276599</td>
<td>276619</td>
</tr>
<tr>
<td>Sector Fixed-Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parentheses (clustered at firm-level). All regressions include year and 4-digit sector fixed-effects. Dynastic firms are those that have experienced a CEO turnover within the same family between 1994 and 1999. Firms with Undetermined Status are those that have experienced no CEO turnover between 1994 and 1999. Assets are defined as Fixed Assets plus Working Capital. ** p<0.01, * p<0.05

driven by non-dynastic firms that are both closely held and small on the one hand, and dynastic firms that are both widely held and big on the other hand. If size causes wide ownership, then the estimates of specifications controlling for close ownership are biased.

Profitability

In Table 4, I estimate the relative profitability of family firms. The group of firms that includes founder firms (i.e. those with undetermined succession status) is significantly more profitable (by about 0.6 points of ROA) than regular firms in all specifications: this may reflect some positive founder effect, which has been robustly uncovered by Adams et al. (2007) for listed US firms.

However, I do not find any significant difference in profitability between dynastic and regular firms. This may appear in contrast with Sraer and Thesmar (2007) who find that heir-managed firms are more profitable than widely-held firms: however, the group of "regular" firms also includes firms with family shareholders and professional managers while Sraer and Thesmar (2007) had distinguished these from pure widely-held firms.
Table 4: The Profitability of Dynastic Firms

<table>
<thead>
<tr>
<th></th>
<th>ROA</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Dynastic</td>
<td>0.001</td>
<td>0.003</td>
<td>-0.000</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Undetermined Status</td>
<td>0.007**</td>
<td>0.005**</td>
<td>0.006**</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Sales Logarithm (t-1)</td>
<td>-0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0005)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log of Firm Age</td>
<td>-0.013**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Listed</td>
<td>-0.007**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owner-Manager</td>
<td>0.002*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>276619</td>
<td>266985</td>
<td>276619</td>
</tr>
<tr>
<td>Sector Fixed-Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parentheses (clustered at firm-level). All regressions include year and 4-digit sector fixed-effects. Dynastic firms are those that have experienced a CEO turnover within the same family between 1994 and 1999. Firms with Undetermined Status are those that have experienced no CEO turnover between 1994 and 1999. ROA is EBITDA over Equity plus Debt plus Amortizations minus Trade Payables.** p<0.01, * p<0.05
Table 5 presents the results from regressions of cash and leverage on dynastic status of the firm. Again, the figures from the descriptive statistics are confirmed. Dynastic firms’ leverage is lower by about 5 points (about 20% of the interquartile range) while the rate of cash holdings is higher by about 2.5 points (about 15% of the interquartile range). These two results are completely in accordance with the theoretical model.

Another important fact is that the cash difference is highly sensitive to the level of volatility in the sector (column (4)): the third prediction of my model is thus validated by the data. One should also note that the difference in leverage is not sensitive to sectoral volatility: this suggests that the cash result is not just the negative of the debt result.

Finally, it should be noted that the estimates for cash holdings are barely affected when one controls for firm size. This means that it is not the transactions motive for cash holdings but rather the precautionary motive that drives the result that family firms hold more cash.

Table 6 lists the results from regressions of firm-level volatility on the dynastic status of the firm. The main result is that volatility is much lower in dynastic firms. Sales volatility is lower by about 13% in dynastic firms relative to regular firms. The difference is a bit smaller for employment (-11%) and bigger for assets (-16%). All in all, these results confirm my prediction that dynastic firms take less risks.

5.2 Longitudinal analysis

5.2.1 Graphical analysis

Graphical analysis usually helps improve the conviction that this identification assumption underlying the differences-in-differences strategy is verified. That is why in figure 1, I present the year-to-year difference in evolution between each kind of CEO successions for the logarithm of sales. These differences are computed with respect to mean sales logarithm in the firm during the three years before the succession.

The evolution of sales prior to the succession is very smooth, and it is only after the succession that I observe a relative drop in the evolution of sales following an outside succession. This means that taking a longitudinal view also confirms the fact that family firms are smaller. The break in trend reinforces belief in the assumption that in the absence of treatment, firms experiencing outside CEO transitions would have followed the same path as firms experiencing family transitions.
Table 5: The impact of Dynastic Firms on Financial Management

<table>
<thead>
<tr>
<th></th>
<th>Cash Ratio</th>
<th>Leverage ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Dynastic</td>
<td>0.030**</td>
<td>0.026**</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Undetermined</td>
<td>0.024**</td>
<td>0.021**</td>
</tr>
<tr>
<td>Status</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Sales Logarithm</td>
<td></td>
<td>-0.018**</td>
</tr>
<tr>
<td>(t-1)</td>
<td></td>
<td>(0.001)</td>
</tr>
<tr>
<td>Log of Firm Age</td>
<td></td>
<td>0.007**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.001)</td>
</tr>
<tr>
<td>Listed</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owner-Manager</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynastic*Sectoral</td>
<td></td>
<td>0.335**</td>
</tr>
<tr>
<td>Volatility</td>
<td></td>
<td>(0.128)</td>
</tr>
<tr>
<td>Undetermined</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>*Sectoral Volatility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>276619</td>
<td>266985</td>
</tr>
<tr>
<td>Sector</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Fixed-Effects</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parentheses (clustered at firm-level). All regressions include year and 4-digit sector fixed-effects, except for column (4) where I use 2-digit sector classification for comparability with the sectoral volatility measure. Dynastic firms are those that have experienced a CEO turnover within the same family between 1994 and 1999. Firms with Undetermined Status are those that have experienced no CEO turnover between 1994 and 1999. Cash Ratio is Current Account plus Liquid Financial Assets over Equity plus Debt plus Amortizations minus Trade Payables. Leverage Ratio is Debt minus Trade Payables over Equity plus Debt plus Amortizations minus Trade Payables. Sectoral Volatility is the 2-digit sector median of firm-level volatility as computed in Castro, Clementi and MacDonald (2008). ** p<0.01, * p<0.05
Table 6: The Volatility of Dynastic Firms

<table>
<thead>
<tr>
<th></th>
<th>Sales Volatility</th>
<th>Employment Volatility</th>
<th>Assets Volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Dynastic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.0167**</td>
<td>-0.0180**</td>
<td>-0.0136**</td>
<td>-0.0152**</td>
</tr>
<tr>
<td>(0.00212)</td>
<td>(0.00213)</td>
<td>(0.00216)</td>
<td>(0.00206)</td>
</tr>
<tr>
<td>Undetermined Status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.0141**</td>
<td>-0.0168**</td>
<td>-0.0113**</td>
<td>-0.0102**</td>
</tr>
<tr>
<td>(0.00138)</td>
<td>(0.00140)</td>
<td>(0.00142)</td>
<td>(0.00137)</td>
</tr>
<tr>
<td>Sales Logarithm (t-1)</td>
<td>-0.00587**</td>
<td></td>
<td>-0.00858**</td>
</tr>
<tr>
<td>(0.000793)</td>
<td></td>
<td>(0.000881)</td>
<td>(0.000985)</td>
</tr>
<tr>
<td>Log of Firm Age</td>
<td>-0.00436**</td>
<td>-0.00618**</td>
<td>-0.0143**</td>
</tr>
<tr>
<td>(0.000830)</td>
<td></td>
<td>(0.000823)</td>
<td>(0.00119)</td>
</tr>
<tr>
<td>Listed</td>
<td>0.0165**</td>
<td>0.00937**</td>
<td>0.0264**</td>
</tr>
<tr>
<td>(0.00260)</td>
<td></td>
<td>(0.00271)</td>
<td>(0.00361)</td>
</tr>
<tr>
<td>Owner-Manager</td>
<td>-0.00240*</td>
<td>-0.00357**</td>
<td>-0.00820**</td>
</tr>
<tr>
<td>(0.00105)</td>
<td></td>
<td>(0.00106)</td>
<td>(0.00149)</td>
</tr>
<tr>
<td>Observations</td>
<td>266985</td>
<td>266985</td>
<td>266985</td>
</tr>
<tr>
<td>Sector Fixed-Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parentheses (clustered at firm-level). All regressions include year and 4-digit sector fixed-effects. Dynastic firms are those that have experienced a CEO turnover within the same family between 1994 and 1999. Firms with Undetermined Status are those that have experienced no CEO turnover between 1994 and 1999. Volatility is computed using the method introduced by Castro, Clementi and MacDonald (2008). ** p<0.01, * p<0.05
Figure 1: Difference in Evolution of Sales between Dynastic and Outside Successions (relative to firm 3-year average pre-succession)

Note: This graph plots the difference in the average evolution of the logarithm of sales between dynastic and external CEO successions. The evolution of sales logarithm for each firm is computed relative to its 3-year average for the period prior to the succession. Dashed lines represent the 95% confidence intervals.
The jump does not completely occur during the first year after the transition but instead gradually evolves up to a before-after difference of about 5% after 5 years. This gradual evolution makes my story more convincing in the sense that a new CEO may only make a gradual difference as regards output. However, I do not uncover a big effect, relative to studies such as that on LBOs by Boucly et al. (2009) who find an increase of about 13% after four years following a private-to-private LBO transaction. This may be due to the fact that LBOs are very special forms of outside transitions, with shorter time horizons requiring that the investment has a quick and decisive effect. Overall, this result confirms the cross-sectional evidence but with a smaller magnitude.

5.2.2 Regression results

I present the results from the differences-in-differences estimation of equation (4) for each of the outcomes of interest in tables 7 to 10.

Scale variables

As shown in table 7, following an outside succession, and relative to a family succession, sales increase by about 5% after five years and the effect becomes significantly different from zero after 3 years. This confirms the first prediction of the model that family firms tend to choose a lower level of production. The results are not significantly affected by the inclusion of the estimated Market-to-Book ratio of the firm or by the choice of industry-and-size adjusted variables, which makes me confident that the estimates are not affected by an endogeneity bias.

Regarding input decisions, I find that after five years there is a significant relative decline of employment following a family succession (by about 3%) while the effect on economic assets is smaller and significant only after five years. The latter result may be due to the fact that capital is a less mobile factor of production, so that the window of observation is too small to let me observe a significant effect. An interesting feature of the results is that the estimated Tobin’s q comes out very significantly in the capital equation: this makes me confident that the method I chose for computing MtB ratios has a sensible economic interpretation.

Profitability

Results from the differences-in-differences estimates for the Return on Assets are to be found in table 8. Contrary to Bennedsen et al. (2007), I do not find a strong and steady effect on profitability of outside successions relative to dynastic successions. However after 5 years one
Table 7: The Effect of Dynastic Successions on Firm Scale

<table>
<thead>
<tr>
<th></th>
<th>Sales Logarithm</th>
<th>Employment Logarithm</th>
<th>Assets Logarithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Dynastic (t+1)</td>
<td>-0.021*</td>
<td>-0.019*</td>
<td>-0.017*</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.008)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Dynastic (t+2)</td>
<td>-0.026**</td>
<td>-0.029**</td>
<td>-0.022*</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.010)</td>
<td>(0.010)</td>
</tr>
<tr>
<td>Dynastic (t+3)</td>
<td>-0.038**</td>
<td>-0.037**</td>
<td>-0.031**</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(0.010)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>Dynastic (t+4)</td>
<td>-0.041**</td>
<td>-0.042**</td>
<td>-0.052**</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.012)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>Dynastic (t+5)</td>
<td>-0.055**</td>
<td>-0.057**</td>
<td>-0.042**</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.015)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>MtB Ratio*Post-Succession</td>
<td>0.024</td>
<td>0.016</td>
<td>0.091**</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.013)</td>
<td>(0.016)</td>
</tr>
<tr>
<td>Dynastic*(1-Post-Succession)</td>
<td>0.004</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.002)</td>
<td>(0.004)</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parentheses (clustered at firm-level). All regressions include year and firm fixed-effects. The sample is made of all observations between 3 years before a succession and 5 years after it, except the year of succession itself. Market-to-Book Ratio is expressed in logarithm and estimated using the transaction multiples method. Assets is Fixed Assets plus Working Capital. ** p<0.01, * p<0.05
### Table 8: The Effect of Dynastic Successions on Profitability

<table>
<thead>
<tr>
<th>Return on Assets</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynastic (t+1)</td>
<td>0.002</td>
<td>0.003</td>
<td>0.003*</td>
<td>0.003</td>
<td>0.001</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Dynastic (t+2)</td>
<td>0.000</td>
<td>0.001</td>
<td>0.002</td>
<td>0.001</td>
<td>-0.001</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Dynastic (t+3)</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.001</td>
<td>-0.001</td>
<td>-0.003</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Dynastic (t+4)</td>
<td>-0.001</td>
<td>-0.000</td>
<td>0.001</td>
<td>-0.000</td>
<td>-0.002</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Dynastic (t+5)</td>
<td>-0.005*</td>
<td>-0.005*</td>
<td>-0.004*</td>
<td>-0.005*</td>
<td>-0.007**</td>
<td>-0.006**</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>MtB Ratio*Post-Succession</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.010**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.003)</td>
<td></td>
</tr>
<tr>
<td>Dynastic<em>t</em>(1-Post-Succession)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.001)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Observations</th>
<th>97355</th>
<th>88512</th>
<th>85654</th>
<th>95557</th>
<th>97355</th>
<th>97293</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standalone firms only</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Without listed firms</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Industry-and-Size adjustment</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parentheses (clustered at firm-level). All regressions include year and firm fixed-effects. The sample is made of all observations between 3 years before a succession and 5 years after it, except the year of succession itself. Market-to-Book Ratio is expressed in logarithm and estimated using the transaction multiples method. ROA is EBITDA over Equity plus Debt plus Amortizations minus Trade Payables. ** p<0.01, * p<0.05

can distinguish a statistically significant but economically small negative effect of dynastic successions on ROA. This difference represents only 6% of the interquartile range of ROA in the sample. This result suggests that managerial inefficiency is not the most distinctive feature of dynastic firms. Interestingly, the strong effect of the estimated Market-to-Book ratio on the evolution of ROA suggests that the pricing of privately bought firms takes profit expectations into account to some degree.

### Financial management

As regards financial management (for which results are shown in table 8), outside successions have a strong impact as the cash ratio increases by about two percentage points (15% of the
interquartile range) while leverage is reduced by 2.5 percentage points (10% of the interquartile range). This is clearly in line with Propositions 1 and 5, as well as the cross-sectional results. Again, the effects on cash are stronger in highly volatile sectors. It is notable that the effects are of the same magnitude as cross-sectional results. It may be because financial management styles are precisely chosen for a long period of time at CEO turnover dates.

**Firm-level volatility**

The longitudinal analysis of volatility (as presented in table 10) does not give statistically significant results regarding sales and assets. This is probably because observing a firm during a maximum of 9 years makes it difficult to distinguish changes in volatility. There is however a significant pattern of relative reduction in employment volatility following a dynastic succession. It is indeed very important to look at the year-by-year evolution of employment volatility: it sharply increases following a dynastic succession in the first year, probably due to more intense restructuring, and then, even though volatility decreases, it stays at a higher level than before the succession\[51\]. Apart from the first year after the succession, the numbers involved are of a smaller magnitude than the cross-sectional estimates but they go in the same direction: dynastic firms are less volatile.

**General interpretation**

The results from the analysis of CEO successions generally confirm the results from the cross-sectional sample: following an outside succession, firms’ sales increase, cash holdings decrease and volatility increases. As regards the endogeneity of the succession decision, I could check that variables arguably correlated with both the timing and the type of succession do not significantly change the estimates. Specifications including linear trends, using size-and-industry adjusted outcomes, restricted to standalone firms or private firms do not change the main results either. Overall, this makes me confident that the identification strategy is valid.

One may also question the consistency of the longitudinal results with the cross-sectional analysis. To what extent is an annual growth differential equal to one point consistent with a cross-sectional difference equal to 30%? In Appendix D, I provide a simple model of firm growth, entry and exit where dynastic and non-dynastic firms may differ in terms of entry and growth rates. A calibration made with parameters drawn from the sample makes it clear that that the cross-sectional and longitudinal estimates are broadly consistent.

\[51\] A test of joint significance of year-by-year difference in employment volatility after two years rejects the hypothesis that volatility is equal across dynastic and outside successions after two years.
Table 9: The Effect of Dynastic Successions on Financial Management

<table>
<thead>
<tr>
<th></th>
<th>Cash Ratio</th>
<th>Leverage Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Dynastic (t+1)</td>
<td>0.015**</td>
<td>0.016**</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Dynastic (t+2)</td>
<td>0.019**</td>
<td>0.021**</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Dynastic (t+3)</td>
<td>0.019**</td>
<td>0.021**</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Dynastic (t+4)</td>
<td>0.021**</td>
<td>0.023**</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Dynastic (t+5)</td>
<td>0.021**</td>
<td>0.022**</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>MtB Ratio*Post-Succession</td>
<td>0.006*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td></td>
</tr>
<tr>
<td>Dynastic<em>t</em>(1-Post-Succession)</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td></td>
</tr>
<tr>
<td>Sector Volatility*Post-Succession</td>
<td>0.101</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.058)</td>
<td></td>
</tr>
<tr>
<td>Sector Volatility*Post-Dynastic Succession</td>
<td>0.332**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.103)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>97355</td>
<td>88512</td>
</tr>
<tr>
<td>Standalone firms only</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Without listed firms</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Industry-and-Size adjustment</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parentheses (clustered at firm-level). All regressions include year and firm fixed-effects. The sample is made of all observations between 3 years before a succession and 5 years after it, except the year of succession itself. Market-to-Book Ratio is expressed in logarithm and estimated using the transaction multiples method. Cash Ratio is Current Account plus Liquid Financial Assets over Equity plus Debt plus Amortizations minus Trade Payables. Leverage Ratio is Debt minus Trade Payables over Equity plus Debt plus Amortizations minus Trade Payables. Sectoral Volatility is the 2-digit sector median of firm-level volatility as computed in Castro, Clementi and MacDonald (2008). ** p<0.01, * p<0.05
### Table 10: The Effect of Dynastic Successions on Firm-Level Volatility

<table>
<thead>
<tr>
<th></th>
<th>Sales Volatility</th>
<th>Employment Volatility</th>
<th>Assets Volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>21</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>26</td>
<td>27</td>
<td>28</td>
</tr>
<tr>
<td><strong>Dynastic (t+1)</strong></td>
<td>-0.008</td>
<td>-0.008*</td>
<td>-0.008</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.005)</td>
</tr>
<tr>
<td><strong>Dynastic (t+2)</strong></td>
<td>-0.005</td>
<td>-0.007**</td>
<td>-0.007</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td><strong>Dynastic (t+3)</strong></td>
<td>-0.003</td>
<td>-0.005</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td><strong>Dynastic (t+4)</strong></td>
<td>-0.011**</td>
<td>-0.010*</td>
<td>-0.009*</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td><strong>Dynastic (t+5)</strong></td>
<td>-0.004</td>
<td>-0.006</td>
<td>-0.004</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td><strong>MtB Ratio*Post-Succession</strong></td>
<td>0.000</td>
<td>0.009</td>
<td>-0.010</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.006)</td>
</tr>
<tr>
<td><strong>Dynastic*Post-Succession</strong></td>
<td>0.003</td>
<td>0.001</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Observations</td>
<td>94634</td>
<td>85979</td>
<td>94634</td>
</tr>
<tr>
<td>Standalone firms only</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Industry-and-Size adjustment</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parentheses (clustered at firm-level). All regressions include year and firm fixed-effects. The sample is made of all observations between 3 years before a succession and 5 years after it, except the year of succession itself. Market-to-Book Ratio is expressed in logarithm and estimated using the transaction multiples method. Volatility is computed using the method introduced by Castro, Clementi and MacDonald (2008). ** p<0.01, * p<0.05
5.3 Implications for the welfare debate

In the theoretical model I laid out in section 2, if there are no externalities in the economy, there cannot be any Pareto-improvement on an initial situation where some of the entrepreneurs derive substantial private benefits from keeping the firm within the family. This is because family-minded entrepreneurs always have the choice to behave as regular entrepreneurs. When they do not, it is because their utility as a dynastic entrepreneur is greater than their utility as a regular entrepreneur: then, a social planner would not be able to duly compensate them in exchange for the loss of the private benefit.

However, if the goal of the social planner is to maximize pecuniary output, then an improvement would consist in giving dynastic entrepreneurs incentives to sell their firm. Another way to come to the same conclusion would be to assume that private investment generates a positive externality on the productive efficiency of the economy, as is the case in endogenous growth models. This generation of positive externalities would then overcome the cost of withdrawn private benefits that such policies would entail.

I have however assumed until now that insurance markets were perfect. However, in general, unemployment insurance is provided through taxation due to market failures. Therefore, dynastic entrepreneurs exert a positive externality on the economy through a reduction of the taxation needed to fund unemployment insurance: dynastic firms thus provide partial insurance to their workers without being duly compensated for that; indeed, in the model, it is only distinct preferences that lead those firms to take less risks, not the perspective of being rewarded by other stakeholders for such a prudent attitude.

This is where a trade-off arises on the social planner’s side: encouraging family firms may hinder economic growth but it might as well reduce the social insurance burden. The terms of this trade-off have to be precisely evaluated and I provide the results of such an attempt in Appendix E. I calibrate a simple consumption model with the estimates of differences in growth and idiosyncratic volatility between family and non-family firms. The results suggest that it is only for very high levels or micro-level relative risk aversion that the balance between growth and volatility is in favour of family firms.

6 Conclusion

Even though family firms have long been considered as a remnant of an earlier stage of capitalism (Chandler (1990)), I find that firms run by heirs of the founder are still very significantly active in France at the beginning of the 21st century. This has already been described in previous studies, yet I give a more complete picture of the phenomenon: more than one in five employees working in significant French companies are under the management
This is a surprising finding given that family firms have long been criticized for their inability to reward talent. In my opinion, this is not the most relevant feature of family firms. The reason why family firms are deemed worthy of a public encouragement in developed countries is that they are supposed to provide stability to its various stakeholders. I give some credence to this belief: firm-level volatility is very significantly lower in family firms. However, there is a downside: family firms are smaller than regular firms; once families leave management, firm size significantly increases. The analysis isolates a specific channel through which these specificities of family firms arise: fears of control loss in the future directly reduce risk-taking as well as the recourse to external finance.

These results call for a more precise evaluation of the reforms that led to taxing family businesses much less than was the case before 1980 in developed countries.

Regarding the efficiency effects of the reforms, the first issue is on whether or not those legislative changes led to a significant increase in the proportion of continued family businesses. In order to answer to that question, one would first need to quantify the effective incidence of these tax reductions on the the decision to pass management on to heirs rather than to outsiders. This should prove difficult because most of these tax reforms reduced tax liabilities in a very gradual way; for instance, in France, from 1983 to 2008, there have been more than ten tax reforms that significantly reduced the tax burden for family businesses. In the US, between 2001 and 2009, the top marginal estate tax rate has been set at seven different levels. Moreover, estate, inheritance and gift taxes distort choices over the whole life cycle: it is unlikely that reduced-form evaluation techniques can precisely measure changes in such long-term decisions. The estimation of more structural models is probably more suited to this kind of problem.

A second reason why family businesses’ prevalence may not have increased in spite of a favorable regulatory environment is that simultaneously financial markets have developed techniques to overcome the informational problems that used to make many outside business transfers impossible. According to Kaplan and Stromberg (2009), while the combined value of worldwide private-to-private transactions (i.e. where targets are independent private firms) represented about 16 billion dollars a year between 1985 and 1989, they equalled about 88 billion dollars a year between 2005 and June 2007. However, it is too early to predict what the future of this financial industry will be, since the worldwide financial crisis that started in August 2007 may limit its expansion to ever more informational-intensive target firms, either because investors will be more reluctant to invest in financial engineering-intensive funds or because future regulations will put more constraints on private equity funds. This suggests that the growth-stability trade-off I discussed should not only be viewed in the light of family
business tax reforms but also as a starting base for the policy debate on leveraged buy-outs and private equity funds.

Once the incidence of policies on the relative prevalence of family firms and regular firms is assessed, it is still necessary to go further into the estimation of the externalities generated by each firm type. To be sure, my empirical analysis is perfectible in this regard. For instance, I have considered upside risk and downside risk as equally relevant in terms of welfare, while it is probable that these risks are not symmetric: downside risks may have much fatter tails than upside risks, so that insurers may fail to provide complete insurance against the former kind of risk but not against the latter. Such an analysis probably requires more years of data for each company than I had. It would also be interesting to investigate on other potential external effects of family and outsiders’ business strategies: does outsiders’ higher growth come from higher investments in R & D? Are there also differences in terms of investments in human capital?

Finally, one should keep in mind that part of the policy debate on encouraging family firms does not deal with efficiency but with equity issues. The main political reason why tax reforms for family businesses have been gradual is that these essentially consisted in reducing the tax burden for rich, and often very rich, households. A full-blown evaluation of those reforms should thus put equity into the equation, and empirically this would require to have precise data on the exact value and distribution of private firms’ assets. I leave those questions for future research.
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Appendix A : Proofs

A.1. Proofs of propositions 1, 2 and 3.

Differentiation of (4) with respect to \( I_r \) yields the following result :

\[
I_r^* = \left[ \frac{\alpha q_r \mu_r}{1 + (1-q_r)B} \right]^{\frac{1}{1-\alpha}}
\] (16)

Differentiation of (5) with respect to \( I_s \) yields the following result :

\[
I_s^* = \left[ \alpha \mu_s \right]^{\frac{1}{1-\alpha}}
\] (17)

This allows us to compute the utilities drawn from running either the safe or the risky project :

\[
U_s(I_s^*) = \left[ \alpha^{\frac{1}{1-\alpha}} - \alpha \mu_s^{\frac{1}{1-\alpha}} \right]^{\frac{1}{1-\alpha}}
\]

\[
U_r(I_r^*) = \left[ \alpha^{\frac{1}{1-\alpha}} - \alpha \mu_r^{\frac{1}{1-\alpha}} \right]^{\frac{1}{1-\alpha}} \left[ q_r \mu_r \right]^{\frac{1}{1-\alpha}} \left[ 1 + (1-q_r)B \right]^{\frac{1}{1-\alpha}}
\]

Therefore, the safe project is chosen whenever :

\[
U_s(I_s^*) > U_r(I_r^*) \Leftrightarrow B > \frac{\left( \frac{q_r \mu_r}{\mu_s} \right)^{\frac{1}{\alpha}} - 1}{1 - q_r} = B^*
\] (18)

This proves proposition 1 that higher private benefits of control eventually lead to a reduction of output volatility.

Using (16), (17) and (18), one can trace the evolution of investment depending on \( B \):

\[
I(B) = \begin{cases} 
  \left[ \frac{\alpha q_r \mu_r}{1 + (1-q_r)B} \right]^{\frac{1}{1-\alpha}} & \text{if } B \leq B^* \\
  \left[ \alpha \mu_s \right]^{\frac{1}{1-\alpha}} & \text{if } B > B^*
\end{cases}
\]

In order to prove proposition 2, I compare the optimal investment sizes for each kind of project :

\[
I_s^* > I_r^* \Leftrightarrow B > \frac{\frac{q_r \mu_r}{\mu_s} - 1}{1 - q_r} = B^{**}
\] (19)

Note that \( B^{**} < B^* \) because of assumptions (1) and (2). This means that for values of \( B \) between \( B^{**} \) and \( B^* \), leverage and investment are lower than in cases where \( B \) is higher than \( B^* \). The evolution of investment depending on \( B \) is summed up in figure 2. Note that investment and leverage are greatest when \( B \) takes a value smaller than \( B^{**} \) and converges
Figure 2: The impact of private benefits of control on investment size
Figure 3: The impact of private benefits of control on expected output

Towards 0, which proves proposition 2.

In order to prove proposition 3, I compute the evolution of expected output depending on $B$:

$$E_Y(B) = \begin{cases} \frac{\alpha^{1/\alpha}}{(1+(1-q)B)^{1/\alpha}} & \text{if } B \leq B^* \\ \frac{\alpha^{1/\alpha}}{\mu^{1/\alpha}} & \text{if } B > B^* \end{cases}$$

It is easy to see that this function is continuous in $B^*$ so there is a continuous and decreasing relationship between the level of private benefits $B$ and expected output $E_Y$, which proves proposition 3. The evolution of expected output depending on $B$ is summed up in figure 3.

This equivalence means that there is no jump in the expected output of the firm when
the private benefit is so high that the owners switch to the safe project: the reduction in
per-unit expected output is fully balanced by the sudden increase in investment that we
discussed earlier. For low values of $B$, it is therefore the reduced investment and leverage
that explains a smaller scale, while for higher values of $B$, it is the lower volatility of output
that explains the reduction in expected output.

A.2. Proof of proposition 4

In order to assess the effect of private benefits of firm continuation on profitability, I compute
the value of the Return on Assets for each of the projects depending on $B$:

$$ROA_s = \frac{\mu_s(I_s^*)^\alpha}{I_s^*} = \frac{1}{\alpha}$$

$$ROA_r = \frac{q\mu_r(I_r^*)^\alpha}{I_r^*} = \frac{1}{\alpha}(1 + (1 - q_r)B)$$

Given the optimal project choice for each level of $B$, the relationship between average
profitability and private benefits is the following:

$$ROA(B) = \begin{cases} 
\frac{1}{\alpha}(1 + (1 - q_r)B) & \text{if } B \leq B^* \\
\frac{1}{\alpha} & \text{if } B > B^*
\end{cases}$$

This profitability function is plotted in figure 4. It makes it clear that profitability is
highest for intermediate values of the private benefit so that an increase in the level of private
benefits of control has an ambiguous effect on average profitability, as is stated in proposition
4.
Figure 4: The impact of private benefits of control on monetary profitability
Appendix B: Estimating the market value of private businesses

Because private businesses are not publicly-traded, I do not have any direct estimate of a firm’s selling price. Practitioners usually use in these contexts methods consisting in inferring the value of the firm they are interested in from the value of past transactions on similar firms after adjusting for potential differences in size. This is what is called the transaction multiples method.

As is usually said by practitioners, the transaction multiples method is more art than science in the sense that it is difficult to find a comparable match for a given private firm. However, we as econometricians are more comfortable with that problem since it is common in the Evaluation literature: when using propensity score methods, econometricians try to guess what a control observation would have become had it been treated using the outcomes observed for very similar but treated observations. In this case, the treatment consists in being sold on the market and the outcome one wants to guess is the price at which unsold firms could have been sold.

Obtaining transaction values From the LIFI survey on business groups, I obtain the transaction value of firms bought each year by another firm, provided the latter firm is big enough either in terms of employment\(^{52}\), sales\(^{53}\) or financial portfolio\(^{54}\). In order to retrieve the transaction values from this survey, I use the method proposed by Picart (2002). Each year, the survey asks parent firms about the book value of every firm for which they own shares. Since accounting standards require that the book value of this portfolio be equal to the transaction value, I know the occurrence and the value of a transaction for those cases through comparison of parent firms’ holdings from one year to another: when a firm was not part of a parent firm’s portfolio in \(t - 1\) and appears in its books in \(t\), I assume that some of its shares were bought by the parent firm in \(t\). In order to avoid misclassifications, I only consider target firms that already paid corporate taxes in \(t - 2\) and were not previously owned by a firm belonging to the parent firm’s business group\(^{55}\).

I only use data from 1995 to 2002 because the sampling of the survey was basically the same in that period and also because I am interested in the state of the buy-out market mainly prior to the CEO successions I observe. Eventually, I have transaction values for about 2,500

\(^{52}\)More than 500 employees.  
\(^{53}\)More than 45 million euros.  
\(^{54}\)More than 1.5 million euros.  
\(^{55}\)I also eliminate target firms with more than one third of their assets composed of financial holdings, as well as those classified as holdings according to INSEE, and those whose equity is less than 5% of Total Assets.
firms for each year from 1995 to 2002. Then, I match this information on deal values with the corresponding book value of the target firm as registered in the corporate tax files. Since I only have unconsolidated accounting data, it seems relevant to use Market-to-Book ratios rather than Price-Earning ratios\textsuperscript{56}.

Matching procedure The matching procedure is close to the one used by Boucly et al. (2009): for each firm in the succession sample, I look for at least 5 firms that were bought in the year previous to the succession; I eliminate firms that do not correspond to the same 4-digit sector provided I still have at least 5 potential matches, and repeat the same elimination for coarser and coarser sector groupings; once this is done, I eliminate bought firms for which employment is +/- 50% the employment of the firm in the succession sample, provided that I still end up with at least 5 potential matches. Finally, for sample firms still having more than 5 matches, I estimate a propensity score on the probability to be in the sample using the Log of Total Assets, the Debt over Assets rate and the Return on Capital Employed as covariates and then I keep only the 5 nearest neighbors. Once I have identified these comparable firms, I compute the mean of the logarithm of the Market-to-Book across the 5 “twins” of each firm present in the sample. This gives me the final estimate for the market-to-book ratio of a given firm prior to a CEO transition.

\textsuperscript{56}See Picart (2002) for a test of the relative precisions of asset and earnings measures when using unconsolidated accounting data.
Appendix C: Estimating the prevalence of dynastic management

In order to get an exact sense of the frequency of dynastic management in the economy, one would need to trace the entire history of any given firm, be it publicly traded or not. Because, one usually only has data on firms’ past management history for a limited number of years, I propose a method to make do with this limitation.

**Identifying the share of founder-led firms** One can identify the size of the group of founder-led firms if one makes some assumptions on the age of founders at firm entry and retirement. In order to do this, I need to precisely identify at least one sub-population of founder-led firms: the idea is that firms that have the name and surname of the actual CEO are founder-led firms. I have identified in the succession sample 382 firms for which this is the case, which is enough to provide a rough estimate of founders’ mean tenure. For this sub-group, I compute an annual founder departure hazard rate $p_f$.

This allows me to estimate the probability that conditional on the firm being created in year $s$, it is still run by the founder in the year 2001: $s_f^s = (1 - p_f)^{2000 - s}$. The total share $s_f$ of founder-led firms in 2000 is then such that:

$$s_f = \frac{\sum_{s=s_{\text{min}}}^{s_{\text{max}}} n_s s_f^s}{\sum_{s=s_{\text{min}}}^{s_{\text{max}}} n_s}$$

From the data on eponymous firms, I can estimate that the average founder CEO’s tenure is 25 years, which yields $p_f = 0.04$. Using this estimate for the whole cross-sectional sample I find that the share of founder-led firms is $s_f \simeq 0.44$.

**Identifying the share of dynastic and regular firms** The remaining uncharacterised firms are not run by their CEO and should thus be split between the groups of “dynastic” and “regular” firms. The problem is that one cannot simply use the fraction of dynastic firms observed among those that have experienced a family CEO succession between 1994 and 1999, because average CEO tenure is longer in dynastic firms. Conditional on a given window of observation, the probability that one observes a CEO succession in a dynastic firm is then lower than in a regular firm.

Thus, estimation of the real weight of dynastic firms requires further steps. Assume that there are $d$ dynastic firms and $r$ regular firms. Assume as well that there is an exogenous annual probability of a CEO turnover, $p_d$ for dynastic firms and $p_r$ for regular firms. For a window of observation of length $l$, I know that the observed share $s_{\text{obs}}$ of dynastic firms
conditional on a succession being observed during the window of observation is such that :

\[ s_{obs} = \frac{(1 - (1 - p_d)^l) \cdot d}{(1 - (1 - p_d)^l) \cdot d + (1 - (1 - p_r)^l) \cdot r} \]

From this, one can estimate that the true fraction of dynastic firms among non-founder-led firms \( s_{real} \) is such that :

\[ s_{real} = \frac{d}{r + d} = \frac{(1 - (1 - p_r)^l) \times s_{obs}}{(1 - (1 - p_r)^l) \times s_{obs} + (1 - (1 - p_d)^l) \times (1 - s_{obs})} \]

From this equality, one can check that the observed share of dynastic firms approaches the true share as the window of observation goes to infinity. One can also see that when the annual probability of a CEO turnover is lower in dynastic firms their observed share is underestimated.

Using the data on departing and arriving CEOs’ age difference, I can estimate average CEO tenure as being equal to 18.7 years in dynastic firms while it is equal to 5.8 years in regular firms. Thus, I can compute that \( p_r = 0.17 \) and \( p_d = 0.05 \). Since I have \( s_{obs} = 0.25 \) and \( l = 6 \), I estimate that the share of dynastic firms among firms not run by their founder amounts to \( s_{real} \approx 0.44 \).

**Employment-weighted estimates** I obtain that among firms with more than 20 employees, 44% were managed by their founder, while 25% were managed by a relative of the founder and 31% were managed by a CEO with no family ties with the CEO. One can compute employment-weighted fractions if one assumes that mean employment is the same across unobserved dynastic and observed dynastic firms as well as across unobserved regular and observed regular firms.

In that case, since average employment in the whole population in 2000 is 88.3, while it is equal to 144.7 in observed regular firms and to 75.4 in observed dynastic firms, I can compute that average employment in founder-led firms is equal to 55.3 employees. As a consequence, the respective employment-weighted fractions of founder, dynastic and regular firms are 28%, 21% and 51% : more than one employee in five works in a firm run by a relative of the founder in the private sector.

This is not far off the findings of Sraer and Thesmar (2007) who find that 16% of employees in French listed firms work under the management of an heir. Remember however that the share of dynastic firms is probably underestimated and the share of regular firms overestimated because I could not define CEO turnovers involving in-laws or nephews as family transitions.
Appendix D : Reconciling dynamic and static evidence on firm size

I estimate that in the cross-section, dynastic firms’ sales are higher by about 30%. In the meantime, I find that annual sales decrease by about 5% five years after a dynastic succession. The problem with the longitudinal estimate is that one does not know what the steady-state scale differential induced by a dynastic CEO succession is. This difference is probably at least as big as 5%, since this is the difference in size after only 5 years. But then the difference between the cross-sectional estimate and the longitudinal estimate is probably too big, since the shape of the impact of dynastic successions as seen in figure 1 suggests that the scale difference is still growing after \( t + 5 \). Perfectly reconciling those two estimates would in fact require to follow the firms much more than just 5 years after a CEO succession.

What is more, the cross-sectional result sums up the many decisions involving a reduced size for dynastic firms, taken at different stages in the firm’s life cycle, so that one should not expect that successions alone drive the difference between dynastic and regular firms. Indeed, as can be seen from the descriptive statistics, firms that will undergo a dynastic succession are already smaller before the succession. According to my model, this may be because those entrepreneurs who eventually left the management to an heir probably have had to refuse to let external investors invest in the firm in the past.

Therefore, in order to make a meaningful comparison of cross-sectional and longitudinal evidence, I propose to estimate the annual growth differential that could lead the two groups of firms I observe in 2000 to differ in cross-sectional size by 30%. Such a task requires to have a sense of the time window over which dynastic and regular firms diverge in their growth path. Because firms in the cross-section come from very numerous birth cohorts, this exercise requires some modelling about firms’ entry, exit and growth processes.

Model set-up  In this model, there is in each period \( t \) a measure of new firms that are created. These new firms represent a fraction \( b_t \) of the number of older firms still alive at the beginning of period \( t \). Their business model is based on the imitation of the average incumbent firm, whose size is \( \bar{S}_t \). This imitation process is however imperfect, so that born firms have an optimal initial size equal to \( \delta \bar{S}_t \), irrespective of the dynastic preferences of the owner. \( \delta \) is a measure of the quality of imitation. In his calibration exercise made for US firms, Luttmer (2006) estimates that this parameter is equal to 0.95.

Once firms are created and their initial size is established, the type \( i \) of each firm’s owners

\[ \text{This exercise is inspired by the literature on firm size distribution. See Luttmer (2006) for a state-of-the-art contribution in this field.} \]
are decided once and for all: a fraction \( d_t \) of firms born in year \( t \) have owners with dynastic preferences (that is \( i = d \)), while a fraction \( 1 - d_t \) have owners with regular preferences (that is \( i = r \)).

At the end of each period \( t \), active firms randomly die irrespective of their size, age and type with a probability \( \lambda_t \). This assumption is critical because it allows to estimate the parameters \( b_t \) and \( d_t \) only from the knowledge of the age and type distribution of firms in 2000. For example, if in 2000 there are still 50 dynastic firms and 100 regular firms born in 1900, then the hypothesis on survival probability ensures that the proportion of dynastic firms among firms born in 1900 is \( d_t = \frac{50}{50+100} = \frac{1}{3} \). Similarly, if in 2000 there are still 100 firms born in 1800 and 200 firms born in 1850, one can estimate that at any date after 1850 there are twice as many firms born in 1850 as firms born in 1800.

From the beginning of each period \( t \) to its end, firms grow at a constant annual rate \( \gamma_i \), which depends on the type \( i \in \{r; d\} \) of their owners.

Evaluating the existence of a stationary distribution in this model is beyond the scope of this paper. However, the required ingredients for a stationary distribution are there (see Gabaix (1999)): exogenous death rates guarantee that firms cannot grow to infinity with positive probability, the imitation process guarantees that the size wedge between old and young firms does not grow without bound.

**Parametric assumptions** Using these assumptions, I try to guess what the average annual growth differential \( \gamma_r - \gamma_d \) should be given my knowledge of the average size differential between dynastic and regular firms in 2000 and my knowledge of the age distribution of dynastic and regular firms alive in 2000.

I assume now that the model begins in \( t_0 = 1670 \) which corresponds to the birth date of the eldest firm in the sample, with an initial size set to 100. I also assume that the annual growth rate of regular firms is equal to the average French GDP growth rate over the period 1978-2008, i.e. \( \gamma_r = 0.02 \).

**Simulation procedure** Once one knows the parameters \( d_t, b_t, \) and \( \gamma_r \), there is a perfect correspondence between \( \gamma_d \) and the average scale difference in 2000. However, there is no simple closed form formula between these two figures, so I run simulations for different values of \( \gamma_d \) and pick the one that yields a 30\% average difference between dynastic firms and regular firms in 2000.

The simulation runs as follows: starting in \( t_0 + 1 \), I compute the average size of incumbents \( S_{t_0+1} \) using my knowledge of \( d_{t_0}, \gamma_d \) and \( \gamma_r \). This allows to compute entry size in period \( t_0 + 1 \).

Since I know the proportion of dynastic firms among those born in \( t_0 + 1 \) and set the
imitation parameter $\delta$ to 0.95, I can compute the average size as well as the density of dynastic and regular firms at the end of period $t_0 + 1$. This in turn allows to compute $\bar{S}_{t_0+2}$.

The procedure repeats itself until one reaches $t = 2000$. Then I compute the ratio of the simulated average size of dynastic firms over the simulated average size of regular firms and compare it to the logarithm of effective ratio I observe in 2000 (Table 3, column (1)), plus and minus the standard error.

**Results**  The results are the following:

- In order for dynastic firms to be 30% smaller than regular firms in 2000, it has to be that their annual growth is smaller by 1.27 points
- In order for dynastic firms to be 28% smaller than regular firms in 2000, it has to be that their annual growth is smaller by 1.16 points
- In order for dynastic firms to be 32% smaller than regular firms in 2000, it has to be that their annual growth is smaller by 1.38 points

These estimates are not significantly different from the growth differential observed after a dynastic succession.
Appendix E : A calibration of the welfare trade-off between growth and volatility

My estimates suggest that the trade-off implied by family-firm-friendly policies is between having 1.07 additional point of annual growth per year versus a reduction by 13% of volatility. It is interesting to make sense of these opposing figures through the calibration of a simple welfare model, along the lines of Levchenko et al. (2008) and Levchenko et al. (2009) who run this kind of exercise for the welfare impact of financial liberalizations. In particular, one would want to know for which degree of risk aversion do family firms dominate regular firms in terms of welfare.

I assume that the social planner maximizes firm employees’ welfare. Employees are assigned once and for all to a firm of type $i$ in period 0: it can either be a dynastic firm (type $d$) or a regular firm (type $r$). Employees are then entitled to a consumption stream entirely dependent on the type of firm $\tilde{c}_i$. This assumption rules out potential risk diversification by workers: it will thus exert a bias towards favouring less volatile firms. Employees are infinitely-lived and have a CRRA utility function of the form:

$$U(\{\tilde{c}_i\}) = E_0 \left\{ \sum_{t=0}^{\infty} e^{-\beta t} \frac{\tilde{c}_i^{1-\gamma}}{1-\gamma} \right\}$$

where $\gamma$ is the risk-aversion parameter and $\beta$ is the discount factor. Consumption paths in a firm of type $i$ are separable in a deterministic trend $c_i$ with a constant growth rate $\mu_i$ and a stochastic disturbance $\eta_i$ such that:

$$\tilde{c}_i = c_i \eta_i$$

$$c_i = c_0 e^{\mu_i t}$$

$$\ln(\eta_i) = \rho \ln(\eta_{i-1}) + \tilde{\varepsilon}_i$$

where $\rho$ measures the degree of persistence of shocks while $\tilde{\varepsilon}_i$ is normally distributed with zero mean and standard deviation $\sigma_i$. In the cross-sectional data, the average sales growth over the period 2000-2006 in non-dynastic firms is 0.6% a year. Subtracting the estimated negative impact of dynastic firms from this number would imply a negative average growth rate for dynastic firms. That is why I choose as a benchmark rate of growth the rate of French GDP growth over the period 1979-2008, i.e. $\hat{\mu}_r = 0.02$. 
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Then, in order to estimate $\mu_d$, I subtract an estimate of the impact of dynastic status on firm growth from $\mu_r$.

The benchmark level of volatility is the mean sales volatility observed over the period 2000-2006 in regular firms: $\sigma_r = 0.123$ from which I subtract an estimate of the impact of dynastic status on sales volatility drawn from Table 6 column (1), in order to obtain the value of $\sigma_d$. As a robustness check, I also add scenarios where the parameters correspond to plus or minus one standard error of the estimates.

I assume that the discount factor $\beta$ is set to 0.05 as in Levchenko et al. (2008). As regards shock persistence, I do not have a long enough window of observation to provide credible estimates at firm-level. Studies on the persistence of TFP shocks at plant-level are recent (see Abraham and White (2006)) and suggest that this persistence is lower than what is found for consumption. However, at a worker’s level it is likely that shocks are more persistent than what one can find at firm-level. For that reason, I choose several scenarios of shock persistence: $\rho = 0$, $\rho = 0.5$ and $\rho = 0.92$, which is the level of consumption shock persistence in the US (as estimated in Reis (2007)).

From these parameters, I determine the level of risk-aversion $\gamma$ such that

$$\gamma = \bar{\gamma} \Rightarrow U(\{\tilde{c}_r^d\}) = U(\{\tilde{c}_d^d\})$$

Assuming log-normality of the shocks, Reis (2007) finds the following closed-form equation for $\gamma$:

$$\sum_{t=0}^{\infty} e^{-[\beta+(\gamma-1)\mu_d]t} \frac{e^{0.5\gamma(\gamma-1)\sigma_d^2(1-\eta^2)/(1-\eta^2)}}{1-\gamma} = \sum_{t=0}^{\infty} e^{-[\beta+(\gamma-1)\mu_r]t} \frac{e^{0.5\gamma(\gamma-1)\sigma_r^2(1-\eta^2)/(1-\eta^2)}}{1-\gamma}$$

The results of the calibration are presented in table 11. The calibrated risk aversion parameters are between 4.8 and 22.1 with a middle scenario at $\gamma = 14.8$. These levels of relative risk aversion are above conventional estimates\(^{59}\), especially since it has been assumed that risk is undiversifiable. I conclude from this exercise that policies helping family firms require unreasonably high levels of risk aversion in order to be justified by a favorable trade-off between growth and stability.

\(^{58}\)Drawn from Table 7 column (1)

\(^{59}\)See Kocherlakota (1996) and Meyer and Meyer (2005) for a discussion of these “conventional” estimates.
Table 11: Level of relative risk aversion implied by welfare indifference between dynastic and regular firms

<table>
<thead>
<tr>
<th>Shock Persistence</th>
<th>$\sigma_d = 0.104$</th>
<th>$\sigma_d = 0.106$</th>
<th>$\sigma_d = 0.108$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta = 0$</td>
<td>19.8</td>
<td>20.9</td>
<td>22.1</td>
</tr>
<tr>
<td>$\eta = 0.5$</td>
<td>17.3</td>
<td>18.6</td>
<td>20.2</td>
</tr>
<tr>
<td>$\eta = 0.92$</td>
<td>9.1</td>
<td>10.2</td>
<td>11.8</td>
</tr>
<tr>
<td>$\mu_d = 0.0063$</td>
<td>19.8</td>
<td>20.9</td>
<td>22.1</td>
</tr>
<tr>
<td>$\mu_d = 0.0093$</td>
<td>16.3</td>
<td>17.2</td>
<td>18.2</td>
</tr>
<tr>
<td>$\mu_d = 0.0123$</td>
<td>13</td>
<td>13.7</td>
<td>14.6</td>
</tr>
</tbody>
</table>

Note: These levels of risk aversion are those for which an individual assigned once and for all to a firm of a given type, with no risk diversification opportunities, is indifferent between a dynastic and a regular firm. The time discount rate is equal to 0.05. The annual growth rate of regular firms is set to 0.02 and their annual volatility is set to 0.123. Parameters for dynastic firms correspond to estimates of Table 7 column (1) and Table 6 column (1) plus and minus one standard error.